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Abstract
Population axiology concerns how to rank populations by the relation “is socially 
preferred to”. So far, population ethicists have (with important exceptions) focused 
less on the question of how to rank population prospects, that is, alternatives that 
contain uncertainty as to which population they will bring about. Most public 
policy choices, however, are decisions under uncertainty, including policy choices 
that affect the size of a population (such as climate policy choices). Here, we shall 
address the question of how to rank population prospects by the relation “is socially 
preferred to”. We start by illustrating how well-known population axiologies can be 
extended to population prospect axiologies. And we show that new problems arise 
when extending population axiologies to prospects. In particular, traditional popula-
tion axiologies lead to prospect-versions of the problems that they are praised for 
avoiding in the risk-free settings. Moreover, we show how the axiom of State-Wise 
Dominance allow us to extend any impossibility theorem in population axiology to 
impossibility theorems for non-trivial population prospects, that is, prospects that 
confer probabilities strictly between zero and one on different populations. Finally, 
we formulate impossibility results that only involve probabilistic axioms.
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1  Introduction

Population axiology concerns how to evaluate populations in terms of their “moral 
goodness” as philosophers call it, that is, how to rank populations by the relation “is 
socially preferred to”, to use terminology more familiar in social choice theory and 
welfare economics. So far, discussions of population axiology has focused less on 
the question of how to rank alternatives that contain uncertainty as to which popula-
tion they will bring about.1 The adequacy conditions (i.e., “axioms”) that have been 
discussed mostly pertain to the ranking of risk-free outcomes and are silent in regard 
to how to rank (non-trivial) risky prospects. In other words, questions about what we 
call population prospect axiology—that is, questions about how to rank what we call 
population prospects—have, in our view, been underexplored.

This exclusion of uncertainty is unfortunate since most public policies that could 
affect the number and identities of future people contain a great deal of uncertainty 
as to which population they will bring about.2 For instance, as the Intergovernmen-
tal Panel on Climate Change acknowledged in their Fifth Assessment Report,3 we 
should expect that the climate policies we choose will affect the size of the world 
population. But obviously, climate policies contain a great deal of uncertainty, for 
instance, uncertainty about what type of population they will bring about.4

Since the birth of modern population axiology, starting with Parfit’s informal 
paradoxes summarised in Parfit (1984), researchers in this area have uncovered a 
number of impossibility results that establish that no population axiology can con-
sistently satisfy a small number of conditions that many find compelling as ade-
quacy conditions on any such axiology.5 Unfortunately, it turns out that the situation 
is even worse when it comes to population prospect axiology. As we show below, 
new problems appear when one tries to turn a population axiology into a population 
prospect axiology. Perhaps most interestingly, we shall see that natural extensions 
of traditional (risk-free) population axiologies lead to prospect-versions of the prob-
lems that they are praised for avoiding in the risk-free setting.

Moreover, we show that an instance of the familiar axiom of State-Wise Domi-
nance opens the door to impossibility results for population prospect axiology that 
are analogous to the traditional impossibility results for (risk-free) population axiol-
ogy. Importantly, these results cannot be derived just from the (risk-free) adequacy 
conditions involved in the traditional impossibility theorems, and they hold for 

1  For important exceptions, see Hammond (1988), Blackorby et al. (1998), Blackorby et al. (2005), Rob-
erts (2007), Asheim and Zuber (2016), Nebel (2019), Budolfson and Spears (2018), Spears and Budolf-
son (2019), McCarthy et al. (2020), Thornley (2021). Voorhoeve and Fleurbaey (2016) and Nebel (2017) 
discuss prospects involving populations with different people but the same number of people.
2  Contrary to the convention in economics, we use “uncertainty” and “risk” interchangeably throughout 
this paper. So, a situation of risk, and a situation of uncertainty, is one where one knows what outcome 
one’s choices might result in, but does not know which outcome one’s choice will result in.
3  Available at https://​www.​ipcc.​ch/​asses​sment-​report/​ar5/.
4  For further examples, see Broome (1992, 2004, 2010, 2015). See also Arrhenius (forthcoming, ch. 1) 
for a discussion.
5  See e.g., Ng (1989), Arrhenius (2000a, 2000b, 2011), Blackorby et al. (2005).
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non-trivial prospects (as well as for trivial ones), that is, for prospects that confer 
probabilities strictly between zero and one on different populations. So, with this 
adequacy condition on prospects, all the well-known problems from risk-free popu-
lation axiology are reproduced in the risky setting; and, in addition, new problems 
appear when risk is introduced.

Now, we know that there are some multi-person decision problems where a solu-
tion can be found only if we introduce probabilities. In particular, there are some 
well-known problems in game theory where a Nash equilibrium exists only if the 
“players” are allowed to randomise between their available “pure” (i.e., non-prob-
abilistic) strategies (von Neumann and Morgenstern 1944). In a similar vein, one 
might have hoped that a solution could be found to the problems of population eth-
ics by introducing probabilities. This hope might seem further supported by the fact 
that the traditional adequacy conditions for population axiology say nothing about 
how to rank what we above called “non-trivial” prospects, that is, prospects that 
confer probabilities strictly between zero and one on different populations (as we 
further explain below).

An axiology for non-trivial population prospects that avoids the traditional risk-
free impossibility results would indeed be a great victory from a practical point of 
view. Policies that could affect the size of a population typically contain consider-
able uncertainty, as previously mentioned. In fact, it is hard to think of any policy 
(population-affecting or not) that is certain to deliver a particular outcome. There-
fore, one might conjecture that if we have an adequate population prospect axiology, 
then we will be able to make consistent population policy choices, notwithstanding 
the traditional impossibility results for risk-free populations. But as we shall soon 
see, the traditional impossibility results more-or-less reappear when risk is intro-
duced, which, as previously mentioned, moreover brings with it some additional 
problems.

2 � Framework and Background Assumptions

A natural starting point in the search for a population prospect axiology is to con-
sider some extensions of standard population axiologies to situations of uncertainty. 
But first, we need to introduce a few terms and distinctions used in traditional, risk-
free, population axiology, which we will use when formulating the aforementioned 
extensions.

In traditional population axiology, one often distinguishes between the welfare of 
a person and the contributive value of a person’s welfare (or well-being; we shall use 
these two terms interchangeably). By the contributive value of a person’s welfare we 
shall mean the value that a person’s welfare contributes to the value of a population 
of which it is a member. More exactly, the contributive value of a person i’s welfare 
relative to a population x, of which i is a member, is the difference in value between 
x and the population consisting of all the x-people except i. This distinction is use-
ful for population prospect axiology too, for we can now reformulate one of our 
main questions as “What is the contributive value of a possible person’s welfare to a 
prospect?”
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Now to our formal framework, which follows closely that of Asheim and Zuber 
(2014), although suitably extended to prospects based on the framework of Sav-
age (1954). Let ℕ denote the set of natural numbers and ℝ the set of real num-
bers. ℝ− ⊂ ℝ and ℝ+ ⊂ ℝ are the sets of negative and positive real numbers. Let 
X =

⋃

n∈ℕ ℝ
n denote the set of possible finite distributions of lifetime well-being. 

More formally, X is a set of vectors of real numbers, where each number (“util-
ity”) represents the lifetime well-being of some person. A generic such vector for a 
population of m people is denoted x = (x1,… , xm) or y = (y1,… , yn) , where, say, xi 
denotes the lifetime well-being of individual i. Informally, we shall talk of a vector 
like this as a population. X−

⊂ X and X+
⊂ X are the subsets of such vectors where 

every number in the vector is negative respectively positive. The size of population 
x is denoted by n(x) (and will, as mentioned, always be finite). For any vector x, we 
write the average value of its elements as x̄ . So, x̄ should be interpreted as the aver-
age lifetime welfare of people in population x.

Let (z)n ∈ ℝ
n denote the perfectly equal population where all n individuals have 

lifetime well-being z. We let (x, y) denote the population that results when popula-
tion x ∈ X is conjoined with population y ∈ X . And let (x, (z)n) denote population 
x ∈ X with n added individuals that all have lifetime well-being z.

The well-being measure is normalised around the “neutral” life. More formally, 
if i’s life in x is neutral, then xi = 0 , while if i’s life in x is better for i than a neutral 
life, then i has positive welfare in x, i.e., xi > 0 , but if i’s life in x is worse for i than 
a neutral life, then i has negative welfare in x, i.e., xi < 0 . We shall remain agnostic 
about what constitutes well-being and what determines whether a life is neutral (but 
for different suggestions for the latter, see e.g. Arrhenius, forthcoming, ch. 2 and 9, 
Arrhenius 2000a, Broome, 2004, and Parfit, 1984, pp. 357-358, and appendix G).

To simplify the formal presentation of views and conditions, we shall assume the 
standard anonymity assumption, which holds that the “social welfare relations” that 
we study are invariant under permutations of the vectors in X. So, for instance, let 
x′ be the vector that results when the lifetime well-being of i and j in x are switched. 
Then the social welfare relations that we shall consider are all indifferent between 
x and x′ , that is, they deem these two populations to be equally good. Intuitively, 
this means that it does not matter who receives what welfare; all that matters is how 
welfare quantities are distributed. This assumption rules out some views in the lit-
erature that are called “person affecting” (cf. Glover, 1977, Arrhenius, 2009, Rob-
erts, 2010) as well as desert-based views (Arrhenius 2003a; Feldman 1997). But 
we should emphasise that anonymity is just a simplifying assumption. Just like the 
original results in the risk-free setting, the results of this paper can be established 
without an anonymity assumption, but the argument would then involve more com-
plicated formulations.

We let ≾ on X denote a “social welfare relation” on X, such that for any x, y ∈ X , 
x ≾ y means that y is at least as socially preferable as x, or, as we shall often put 
it, y is at least as good as x. (So, ≾ is what some philosophers would call a “moral 
goodness” relation, but we shall from now on refer to it as a social welfare relation.) 
To simplify the discussion we shall typically assume that the social welfare rela-
tion is transitive, reflexive, and complete, which means that the relation generates 
a social welfare order. It is worth noting, however, that for the impossibility results 
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that we present in section 4 a quasi-order suffices, that is, completeness need not be 
assumed. In other words, these results are consistent with some populations being 
incommensurable in value.6 The strict relation, ≺ , and indifference, ∼ , are respec-
tively the asymmetric and symmetric counterparts of ≾ . When we speak of a “social 
planner”, we mean the (possibly group) agent whose preference is represented by ≾.

Although we shall typically assume that the relevant probabilities are “objec-
tive”, or given to the social planner, as in the von Neumann and Morgenstern (1944) 
framework, we use a more general Savage (1954)-inspired framework—which does 
not assume the probabilities to be given to the decision-maker—to turn the tradi-
tional population axiologies into population prospect axiologies. To that end, let S 
be a set of (non-overlapping) states of the world, that is, resolutions of uncertainty, 
with generic elements si, sj . For simplicity, we assume S to be finite. Let P be a set of 
functions from S into X. Generic elements of P will be denoted P, Q, or P1 , P2 , etc. 
We interpret the elements in P as population prospects. P(si) ∈ X is the well-being 
vector, that is, the population, that results from prospect P if si is the actual state 
of the world. Finally, we assume that the social planner has a probability measure 
over S, that is, there is a function p from S into [0,1] such that 

∑

i=1 p(si) = 1 , which 
quantifies the social planner’s uncertainty (which may but need not correspond to 
some objective probability distribution). We use ≾ for weak social welfare relation 
over P, with the corresponding strict relation, ≺ , and indifference, ∼.

It will be useful to work with events, that is, unions of states, when stating some 
conditions. To that end, let E be a Boolean algebra of events generated from S, that 
is, the set of all possible sets of states in S, closed under the Boolean operators. 
Generic elements of E will be denoted E, ¬E , F, etc. Since we assume the social 
planner to be probabilistically coherent, her probability function extends straight-
forwardly from S to E . Moreover, probabilistic coherence ensures that if E ⊂ E 
then p(E) < 1 and p(¬E) > 0 , which will be convenient when stating some of the 
below conditions. Finally, to further simplify notation, when we for instance write 
P(E) = x , this means that every state in E results in x given P, that is, for any si ∈ E , 
P(si) = x.

Later we shall focus much of our attention on what we call non-trivial prospects. 
Informally, a prospect is non-trivial if it confers a positive probability on at least two 
distinct populations; otherwise it is said to be trivial. More formally:

Definition  (Non-trivial prospect) A prospect, P ∈ P is called non-trivial just in case 
there are P(si),P(sj) ∈ X where P(si) ≠ P(sj) and p(si) > 0 , p(sj) > 0.

We let Pnt ⊂ P denote the set of non-trivial population prospects.

6  For recent discussions of limited, or “imprecise”, comparability in the context of population ethics, see 
Arrhenius (2016) and Parfit (2016). See also Blackorby et al. (2005) on incomparability between popula-
tions.
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3 � Population Prospect Axiologies

Let us now consider how the traditional population axiologies could be extended to 
situations of uncertainty, using the framework and terminology from the last sec-
tion.7 We start with Total Utilitarianism, according to which the contributive value 
of a person’s welfare equals her welfare,8 and the value of a population is calculated 
by summing the welfare of all people in the population.

Total Utilitarianism  (TU) For any x, y ∈ X:

A natural way to turn Total Utilitarianism into a population prospect axiology 
is to sum up weighted Total Utilitarian values of all the possible populations that a 
prospect might result in, where the weight on the value of each population is deter-
mined by the probability that the prospect will result in that population.9 Let us call 
the resulting axiology Prospect Total Utilitarianism.

Prospect Total Utilitarianism  (PTU) For any P,Q ∈ P:

One of the great challenges that examinations of different size populations have 
raised for Total Utilitarianism, is how to respond to the fact that the latter gives rise 
to what Parfit (1984) called the Repugnant Conclusion. Informally, this conclusion 

x ≾ y ⇔ TU(x) =
∑

i

xi ≤ TU(y) =
∑

i

yi

P≾Q ⇔

∑

i

p(si)TU(P(si)) ≤
∑

i

p(si)TU(Q(si))

7  To focus the discussion—and due to limited space—we shall set aside rank-dependent views, and other 
views that have been called “variable-value views”, early version of which were discussed by Hurka 
(1983), Ng (1989), Sider (1991). More recent discussions of such views include Zuber and Asheim 
(2012), Asheim and Zuber (2014, 2016), and Pivato (2020).
8  Strictly speaking, the contributive value of a person’s welfare can be a linear transformation of her 
welfare, according to Total Utilitarianism; but it can neither be a concave nor a convex transformation of 
her welfare.
9  The population prospects axiologies we formulate treat risk and uncertainty as standard Expected Util-
ity Theory does. There are reasons for being sceptical of that treatment; for instance, since it does not 
allow for risk aversion with respect to utility. However, to keep things simple, we shall assume the stand-
ard expected utility treatment of risk. It is easy to see that the results we shall discuss would still hold 
if we assumed some of the minimally normative alternative treatments of risk that have recently been 
suggested, that is, treatments that satisfy transitivity and stochastic dominance, such as the theories sug-
gested by Quiggin (1982), Tversky and Kahneman (1992), Buchak (2013) and Stefánsson and Bradley 
(2015, 2019). In contrast, our results do not hold if one uses, say, the original Prospect Theory (Kah-
neman and Tversky 1979), which cannot simultanously satisfy stochastic dominance and transitivity, or 
Regret Theory (Bell 1982; Loomes and Sugden 1982), which only satisfies transitivity w.r.t. a triple of 
alternatives if at least one alternative in the triple strictly state-wise dominates another alternative in the 
triple (Diecidue and Somasundaram 2017). While the latter theories may be accurate descriptions of how 
people actually rank prospects, few if any scholars would suggest them as theories about how one ideally 
should rank prospects. Therefore, we think that we can justifiably set them aside for the present purposes, 
where the aim is to discuss how one should rank population prospects.
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is that for any perfectly equal population (no matter how well off are its members), 
there is a better population consisting of people with very low positive welfare. 
More formally10:

Repugnant Conclusion  For all y, z ∈ ℝ , where y > z > 0 , and for any k ∈ ℕ , there is 
an n ∈ ℕ , where n > k , and such that (y)k ≺ (z)n.

It should be evident that the prospect version of Total Utilitarianism also leads 
to the Repugnant Conclusion not only in non-risky situations but also in risky ones. 
For instance, for any prospect P, all of whose possible outcomes are populations 
where people enjoy very high welfare, there exists some prospect Q, all of whose 
possible outcomes are larger populations where people have very low positive wel-
fare, such that Prospect Total Utilitarianism will recommend choosing the latter. The 
result, if we follow the recommendation of Prospect Total Utilitarianism, is that we 
end up with a large population where people have very low positive welfare when 
we had the option of some smaller population where people enjoy very high wel-
fare—an instance of the Repugnant Conclusion. Likewise for other potentially coun-
terintuitive implications of Total Utilitarianism in non-risky settings, such as the 
Very Repugnant Conclusion.11

Moreover, Prospect Total Utilitarianism violates probabilistic analogues of the 
traditional (risk-free) Quality condition which essentially rules out the Repugnant 
Conclusion (and which we state in section  4). Let ℍ ⊂ ℝ

+ be welfare levels that 
are very high—such that a life at a level in ℍ would be deemed excellent—while 
𝕃 ⊂ ℝ

+ are welfare levels that are very low but positive—such that a life at a level 
in � would be deemed barely worth living. Consider the following probabilistic ana-
logue of the traditional Quality condition, which can be derived from the non-risky 
condition with help of the traditional State-Wise Dominance principle from deci-
sion theory that we discuss in section 4.12 Informally, what we shall call Probabil-
istic Quality says that there is some very high welfare level z and some number n of 
people at that level, such that for any very low but positive welfare level y and any 
number m of people at that level, if prospects P and Q result in the same population 
in some state(s), but in states where they result in different populations, P results 
in a population where n people are at the very high level z whereas Q results in a 

10  It is worth noting that this formulation is more general than Parfit’s (1984): “For any possible popula-
tion of at least ten billion people, all with a very high quality of life, there must be some much larger 
imaginable population whose existence, if other things are equal, would be better even though its mem-
bers have lives that are barely worth living” (388). Since the reason we discuss the Repugnant Conclu-
sion in this article is only to illustrate what some have taken to be an undesirable implication of Total 
Utilitarianism, no harm is done by focusing on the more general version, which Total Utilitarianism of 
course implies.
11  Informally, the Very Repugnant Conclusion states that for any perfectly equal high-welfare popula-
tion, and for any number of people with very negative welfare, there is a population consisting of the 
people with negative welfare and people with very low positive welfare which is better than the high 
welfare population (Arrhenius 2003b).
12  Recall that P(E) = x means for any si ∈ E , P(si) = x ; hence, we can apply State-Wise Dominance 
when, say, P(E) = x and P(¬E) = (z)n.
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population where m people are at the very low level y, then P is at least as good as 
Q. More formally:

Probabilistic Quality  There is a z ∈ ℍ and an n ∈ ℕ , such that for any x ∈ X , any 
E ⊆ E , any y ∈ � and any m ∈ ℕ , if Q(E) = x and Q(¬E) = (z)n , while P(E) = x and 
P(¬E) = (y)m , then P≾Q.

Prospect Total Utilitarianism of course violates Probabilistic Quality. The 
expected utility framework we have assumed when extending Total Utilitarianism 
to Prospect Total Utilitarianism implies that the probability and utility of x can be 
ignored when comparing P with Q (this follows from the aforementioned dominance 
condition). Hence, since m can be very large, compared with n, Prospect Total Utili-
tarianism violates Probabilistic Quality, for the same reason that Total Utilitarianism 
leads to the Repugnant Conclusion.13

In comparison with other axiologies, Total Utilitarianism arguably handles (non-
risky) cases involving negative welfare better than most alternative axiologies, such 
as Average and Critical-Level Utilitarianism (more on which below). For example, 
Total Utilitarianism clearly avoids the Very Sadistic Conclusion which is implied 
by Critical-Level Utilitarianism.14 Informally, the Very Sadistic Conclusion is that 
for any population with negative welfare, there is a worse population with positive 
welfare. More formally:

Very Sadistic Conclusion  For any x ∈ X− there is a y ∈ X+ such that y ≺ x.

While Total Utilitarianism avoids the Very Sadistic Conclusion, Prospect Total 
Utilitarianism leads to what we call the Risky Very Sadistic Conclusion.

Risky Very Sadistic Conclusion  For any E ⊂ E , for any x ∈ X− , for any y ∈ X+ , and 
for any � ∈ ℝ

+ , there is a z ∈ ℝ such that z < 𝛾 and an m ∈ ℕ such that if P(E) = x 
and P(¬E) = (z)m , while the trivial prospect Q for sure results in y, then Q≺P.

Here is why Prospect Total Utilitarianism implies the Risky Very Sadistic Con-
clusion. For any probability p(E) < 1 , however high, if m is sufficiently great, then 
the expected total welfare of prospect P, which has probability p of resulting in x and 
probability 1 − p of resulting in (z)m , will be higher than the expected total welfare 
of prospect Q, which results in y for sure. Thus, Prospect Total Utilitarianism deems 
P better than Q. This holds irrespective of how much the x-people suffer and of how 
many they are. In other words, while Total Utilitarianism avoids the Very Sadistic 
Conclusion, Prospect Total Utilitarianism recommends prospects that will almost 
certainly result in a population with negative welfare even though a population with 

13  We note that Budolfson and Spears (2018) discuss a similar result, involving a probabilistic version of 
the Very Repugnant Conclusion.
14  For a discussion, see Arrhenius (2000a, 2000b, forthcoming). Average Utilitarianism has similar 
problems.
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positive welfare was available (hence the name of the conclusion). Below we prove a 
general theorem of which this result is a special case.15

Now, there is of course a sense in which the above conclusion (as well as the 
aforementioned general result) is just an instance of a general implication of 
Expected Utility Theory (EUT)—and, in particular, its probabilistic continuity 
axiom—that has nothing specifically to do with population ethics.16 We however 
make two points about this observation. First, we think that while one might see 
the Risky Very Sadistic Conclusion as a special case of a more general implication 
of EUT, that does not change the fact that the special case in question is illuminat-
ing for debates in population ethics. In particular, it teaches us something important 
about Total Utilitarianism, namely, that while the theory is praised for avoiding the 
Very Sadistic Conclusion, the most natural prospect-extension of the theory comes 
arbitrarily close to the very same conclusion, in the sense of recommending, for any 
population with negative welfare, a choice that has an arbitrarily high probability 
of resulting in that population, even though a population with positive welfare was 
available. So, the theory comes arbitrarily close to recommending the Very Sadistic 
Conclusion.17

Second, it is worth noting that two of the most influential arguments in favour of 
Utilitarianism assume continuity of the kind that leads total utilitarians to the Risky 
Very Sadistic Conclusion; this is true both of arguments for Average Utilitarianism 
(Harsanyi 1953), and Total Utilitarianism (Harsanyi 1955; Hammond 1987, 1988).18 
So, although continuity in probabilities, as assumed by Expected Utility Theory, 
is largely to blame for the Risky Very Sadistic Conclusion—as well as the Risky 
Repugnant Conclusion, which we discuss below—utilitarians (in particular Prospect 
Utilitarians) presumably will be wary of responding by denying such continuity.19

Faced with the Repugnant Conclusion and other similar problems, a Utilitar-
ian might be tempted to opt for a non-total version of the theory, such as Average 
Utilitarianism or Critical-Level Utilitarianism, which can respectively be extended 
to Prospect Average Utilitarianism and Prospect Critical Level Utilitarianism. It 
is easy to see that these theories avoid the Repugnant Conclusion. However, as is 

15  Some may dislike the name of this conclusion for the following reason: Total utilitarians think that 
the population with negative welfare is the worst of the possible populations involved in the above pros-
pect; hence, the Risky Very Sadistic Conclusion differs in an important respect from the ordinary Very 
Sadistic Conclusion, where critical-level utilitarians think that a population with negative welfare is bet-
ter than one with positive welfare. Nevertheless, we think that the label is apt for the reason explained 
above: The Very Risky Sadistic Conclusion will almost certainly result in an outcome analogous to the 
outcome of the Very Sadistic Conclusion.
16  We thank Johan Gustafsson for pressing us on this point.
17  We also note that this implication of Prospect Total Utilitarianism, as well as the implication of Pros-
pect Average Utilitarianism that we discuss below, supports the suggestions by Spears and Budolfson 
(2019) and Budolfson and Spears (2018) that both “repugnance” and “sadism”, given their general 
understanding of these terms, is harder to avoid than what many scholars seem to think (as also pointed 
out by Arrhenius 2000a, forthcoming).
18  Note however that strictly speaking, these are only arguments for Utilitarianism in a fixed number set-
ting.
19  On the other hand, we should also acknowledge that continuity in probabilities is not essential to axi-
omatic Utilitarianism, as observed by McCarthy et al. (2020).
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well known, these alternatives to Total Utilitarianism have, in the risk-free setting, 
their own counterintuitive conclusions to deal with; conclusions that are arguably 
at least as counterintuitive as the Repugnant Conclusion.20 It should be evident that 
since Prospect Average Utilitarianism and Prospect Critical Level Utilitarianism are 
extensions of Average Utilitarianism and Critical Level Utilitarianism to risky situa-
tions, they inherit the problems of their ancestors for trivial prospects.21 Moreover, it 
turns out that Prospect Average Utilitarianism and Prospect Critical Level Utilitari-
anism—and, in fact, any population prospect axiology that satisfies transitivity and 
State-Wise Dominance—faces additional problems due to the introduction of uncer-
tainty, even when the scope is limited to non-trivial prospects, as we shall soon see.

But first, to appreciate some of the problems that non-total Utilitarian theories are 
faced with in the risk-free setting, let’s look more closely at Average Utilitarianism, 
according to which the value of a population is found by summing up the welfare of 
the people in the population and dividing this sum with the number of people in the 
population.22 (After examining Average Utilitarianism and its prospect extension, 
we shall briefly discuss Critical Level Utilitarianism and its prospect extension.) 
Hence, the contributive value of a person’s welfare depends on the average welfare 
of the population of which it is a member: The contributive value of a person’s wel-
fare is positive (negative, neutral) if the person has a higher (lower, same) welfare 
than the average welfare in the population.

Average Utilitarianism  (AU) For any x, y ∈ X:

Now, we can extend this theory to situations of risk—thus creating Prospect Aver-
age Utilitarianism—in an analogous way to how Total Utilitarianism was extended 
to Prospect Total Utilitarianism:

Prospect Average Utilitarianism  (PAU) For any P,Q ∈ P:

Average Utilitarianism gives rise to the Sadistic Conclusion, which informally 
says that it is better to add to a population people with negative rather than positive 
welfare.23 More formally:

x ≾ y ⇔ AU(x) = x̄ ≤ AU(y) = ȳ

P≾Q ⇔

∑

i

p(si)AU(P(si)) ≤
∑

i

p(si)AU(Q(si))

20  See, e.g., Parfit (1984); Arrhenius (2000b, forthcoming).
21  The same holds for the recent prospect axiology presented in Asheim and Zuber (2016) which is an 
extension of the population axiology in Asheim and Zuber (2014). The latter violates some compelling 
adequacy conditions, such as the Non-Extreme Priority Condition (Arrhenius forthcoming).
22  The problem with Average Utilitarianism that we focus on here also arises for Critical Level Utilitari-
anism. See Arrhenius (2000a, 2000b, forthcoming).
23  See, e.g., Arrhenius (2000b).
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Sadistic Conclusion  There is an x ∈ X , a y ∈ X+ , and a z ∈ X− such that 
(x, y) ≺ (x, z).

Even worse, Average Utilitarianism violates the seemingly unassailable Weak 
Non-Sadism, which is even logically weaker than what is required to avoid the 
Sadistic Conclusion. Informally, Weak Non-Sadism implies that there is a negative 
welfare level and a number of people at this level such that an addition of any num-
ber of people with positive welfare is at least as good as an addition of the negative 
welfare people. More formally:

Weak Non‑Sadism  There is a z ∈ ℝ
− and an n ∈ ℕ , such that for any x ∈ X , for any 

y ∈ ℝ
+ , and for any m ∈ ℕ , (x, (z)n) ≾ (x, (y)m).

Prospect Average Utilitarianism of course violates Weak Non-Sadism too, that is, 
for trivial prospects. Moreover, it is straightforward to verify that Prospect Average 
Utilitarianism also violates, for non-trivial prospects, a probabilistic analog of Weak 
Non-Sadism that is implied by Weak Non-Sadism together with the aforementioned 
dominance condition:

Probabilistic Weak Non‑Sadism  There is a z ∈ ℝ
− and an n ∈ ℕ , such that for any 

x, x’ ∈ X , any y ∈ ℝ
+ , any m ∈ ℕ , any P,Q ∈ P , and any E ⊆ E , if P(E) = (x, (z)n) 

and P(¬E) = (x, x�) , while Q(E) = (x, (y)m) and Q(¬E) = (x, x�) , then P≾Q.

Perhaps more interestingly, while Average Utilitarianism (and Critical Level 
Utilitarianism) of course avoids the risk-free Repugnant Conclusion, Prospect Aver-
age Utilitarianism (and Prospect Critical Level Utilitarianism as well as of course 
Prospect Total Utilitarianism) leads to what we might call the Risky Repugnant 
Conclusion24:

Risky Repugnant Conclusion  For any E ⊂ E , for any y, z ∈ X , there is an x ∈ X , 
such that if P(¬E) = x and P(E) = z while trivial prospect Q results in y for sure, 
then Q≺P.

The above observation means that while Average Utilitarianism (and Critical 
Level Utilitarianism) avoids the Repugnant Conclusion, Prospect Average Utilitari-
anism (and Prospect Critical Level Utilitarianism) recommends prospects that will 
almost certainly result in a Repugnant Conclusion, that is, in the special case where 
z is a huge population consisting of people who have very low positive welfare 
while �  is a smaller population where everyone is very well-off. So, again we see 
that a prospect axiology leads to the probabilistic analogue of the conclusion that the 
corresponding risk-free axiology is celebrated for avoiding.

24  McCarthy et al. (2020) discuss what one could think of as another probabilistic variant of the Repug-
nant Conclusion. However, the variant that they discuss can be avoided by Critical Level Utilitarianism, 
unlike the risky variant that we discuss.

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



	 G. Arrhenius, H. O. Stefánsson 

1 3

For the sake of completeness, and to convince the reader that Prospect Critical 
Level Utilitarianism really does lead to the Risky Repugnant Conclusion, it is worth 
formally stating the theory. The general intuition behind Critical Level Utilitarian-
ism is that only people with welfare that is above some “critical level”, which is 
typically assumed to be higher than the neutral level, can increase the value of a 
population. More precisely, the risk-free version of the theory states that for some 
critical level c ≥ 0:25

Critical‑Level Utilitarianism  (CLU) For any x, y ∈ X:

Blackorby et al. (2005) have extended Critical Level Utilitarianism26 to a pros-
pect theory by essentially applying Expected Utility Theory to population prospects 
where each population is evaluated by the above formula. That is, they extend Criti-
cal Level Utilitarianism in the same way as we have extended Average and Total 
Utilitarianism (albeit using a somewhat different notation and formal framework 
than we do). The resulting theory states that:

Prospect Critical‑Level Utilitarianism  For any P,Q ∈ P:

It should be evident that while Critical Level Utilitarianism was partly designed 
to avoid the Repugnant Conclusion, Prospect Critical Level Utilitarianism leads to 
the Risky Repugnant Conclusion. For as long as the people in the x population are 
sufficiently high above the critical level, then Prospect Critical Level Utilitarianism 
will instruct us to gamble on x rather than getting y for sure, irrespective of how 
much more likely the gamble is to result in z than in x and irrespective of how much 
worse off people are in z compared to in y.

Now, average and critical level utilitarians could avoid the Risky Repugnant Con-
clusion by postulating that there is a limit to how high a person’s welfare can be. 
But what we take this and the previous result to illustrate—and the point we want 
to emphasise—is that new problems appear when we try to turn a population axiol-
ogy into a population prospect axiology. For, as we have seen, natural formulations 
of each of the three standard versions of Utilitarianism lead to prospect-versions of 
the conclusions that they avoid in the risk-free settings, as long as they do not put 
an upper bound on the moral value of a population, for instance, by setting an upper 

x ≾ y ⇔ CLU(x) =
∑

i

[xi − c] ≤ CLU(y) =
∑

i

[yi − c]

P≾Q ⇔

∑

i

p(si)CLU(P(si)) ≤
∑

i

p(si)CLU(Q(si))

25  It is worth noting that c need not be a constant, but can be a function of the size of the evaluated pop-
ulation. A generalisation of Critical Level Utilitarianism was introduced by Blackorby and Donaldson 
(1984) and subsequently explored in depth by Blackorby et al. (2005) and Bossert (2017). The generali-
sation, which we ignore, adds a function on xi − c that is non-decreasing and non-convex (so, weakly or 
strictly concave or linear).
26  That is, the generalised version mentioned in footnote 25.
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limit on possible individual welfare and population size (in the case of Average Util-
itarianism, the former limit suffices).27

Here is a more general way of putting the last observation. The population axiolo-
gies we have considered all tell us that the best population maximises some value; 
e.g., total welfare, average welfare, total welfare above critical level. The focus on 
this value helps the axiology in question avoid some problem in the risk-free set-
ting; for instance, by focusing on maximising average welfare, Average Utilitari-
anism avoids the Repugnant Conclusion, while by focusing on total welfare, Total 
Utilitarianism avoids the Sadistic Conclusion. However, if for each of these theo-
ries, the value it wants us to focus on is unbounded from above, then any prospect 
axiology that is based on expected utility theory will recommend that we choose 
some prospect that has an arbitrarily high chance of resulting in a terrible popula-
tion (as judged by that axiology), over a risk-free “prospect” that can only result in a 
wonderful population (as judged by that axiology). So, formulated as an (informal) 
impossibility result, the point is that there is no expectational population prospect 
axiology, whose value is unbounded from above, that avoids recommending a pros-
pect that has an arbitrarily high chance of resulting in a terrible population even 
when a wonderful population is on offer.28

We can in fact put the last observation as a (very simple) formal and general theo-
rem.29 Recall that the above results hold for axiologies such as Total Utilitarian-
ism and Average Utilitarianism according to which moral value is unbounded (from 
above). So, now let V ∶ X → ℝ be a generic (i.e., could be totalist, could be avera-
gist, etc.) moral value function that is unbounded from above, that is, for any k ∈ ℝ , 
there is an x ∈ X such that V(x) > k.

Expected Value Theorem  For any x, y ∈ X and for any p ∈ (0, 1) , there is a z ∈ X 
such that

Proof  Since V is unbounded from above, we can always find some z such that

	�  ◻

To see why the result that Prospect Average Utilitarianism implies the Risky 
Repugnant Conclusion is an instance of the Expected Value Theorem, note that the 

pV(y) + (1 − p)V(z) > V(x)

V(z) >
V(x) − pV(y)

(1 − p)

27  However, note that even in the non-risky case, Average Utilitarianism implies repugnant-like conclu-
sions. See e.g., Arrhenius (2000a, forthcoming), Budolfson and Spears (2018).
28  We thank a referee for inspiring this way of putting the issue and for making us see the need of includ-
ing the formal and general theorem, instead of only including the above instances.
29  The result that follows could of course be generalised even further, such that it doesn’t apply only to 
populations and population prospects but to any outcomes and any prospects. This should be evident 
since the result in no way depends on X being a set of populations.
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average utilitarian moral value function is an instance of V, and let x be any popula-
tion where all members have very high welfare, let y be some population where all 
members have very low but still positive welfare, and choose some z with a suf-
ficiently high average welfare. Similar reasoning shows that the result that Prospect 
Total Utilitarianism implies the Risky Very Sadistic Conclusion is an instance of the 
Expected Value Theorem, and so on.

Now, the Expected Value Theorem could be seen as a motivation for seeking 
population axiologies that put on upper bound on moral value.30 We are personally 
sceptical of such theories, for reasons that we we do not have the space to discuss 
here. Still, we acknowledge that the results of this paper might be provide some rea-
son to rethink that scepticism.31

For the remainder of this paper, the question we will focus on is whether the 
impossibility results that have been proven for risk-free population axiology—that 
is, results showing that no population axiology can satisfy different sets of adequacy 
conditions (i.e., axioms) that many find to be intuitively compelling—also hold for 
non-trivial prospects. We know from the study of risk-free population axiology that 
there is a great advantage to focusing on exploring the logical consistency of dif-
ferent adequacy conditions, rather than formulating new theories in response to the 
impossibility results that have been found for the old theories. After all, that search 
has, so far, only resulted in new impossibility results (as reviewed in Arrhenius, 
forthcoming).

In the spirit of the axiomatic approach, we shall, in the next section, formulate a 
weak and very plausible state-dominance condition that some would see as ensuring 
that the ranking of population prospects coheres with the ranking of populations. 
As we show in section 4, this condition suffices to generate impossibility results for 
population prospect axiology that are similar to the traditional impossibility results 
for (risk-free) population axiology. Moreover, as we shall explain in section 4, some 
condition such as that introduced in the next section is needed to generate impos-
sibility results for non-trivial population prospects, since the traditional adequacy 
conditions for risk-free population axiology say nothing whatsoever about how to 
rank non-trivial prospects.

Nevertheless, one might have already suspected that since any prospect axiol-
ogy should satisfy some condition of continuity in probabilities, the impossibility 
results for population axiology would reappear in population prospect axiology. For 
instance, one might think that if a risk-free adequacy condition for population axiol-
ogy implies that x is better than y, then such a continuity condition for population 
prospect axiology would ensure that a non-trivial prospect that results in x with a 
probability that is arbitrarily close to 1 is better than a prospect that results in y with 
a probability that is arbitrarily close to 1, irrespective of what other populations the 
two prospects could result in.

30  This was pointed out by a referee.
31  But note that an upper bound on the population size would not be sufficient, as we also would need an 
upper bound on individual welfare to get bounded moral value.
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The above application of continuity is one simple way of generating population 
prospects impossibility results on the back of the traditional impossibility results for 
risk-free prospects. For the remainder of this paper, we will however explore differ-
ent approaches, that do not assume continuity in probabilities. Instead, we assume 
(except for in the final result) a dominance condition which some will find   less 
questionable than continuity, and which the next section formally introduces.

4 � Population Prospect Impossibility Theorems

As an illustration of a straightforward comparison of population prospects, con-
sider prospects P1 and P2 in Table 1. We assume, in the below example (and indeed 
throughout this paper), that the only axiologically relevant features at stake are, first, 
the welfare of the people in the populations that the prospects might result in, and, 
second, the probabilities that the prospects result in these populations. Moreover, in 
the example below, we assume that the only person whose welfare P1 and P2 affect 
is Ann, who will lead a horrible and suffering life (denoted by “Ann: -100”) if we 
choose P2 . The same is true if we choose P1 and state of the world s1 obtains. How-
ever, in state s2 the choice of P1 means that Ann will lead an excellent life (which we 
denote by “Ann: 100”).

It seems evident that P1 is better than P2 . After all, Ann is sure to lead a suffer-
ing life given the choice of P2 , but she could be spared these sufferings and lead an 
excellent life given the choice of P1.

The above reasoning is an instance of the well-known State-Wise Dominance 
principle from decision theory. The role of this principle could be seen as ensur-
ing  that the ranking of prospects coheres with the ranking of the outcomes (in our 
case, the populations) that the prospects could result in.32 We see no reason why 
one would reject this as an adequacy condition for population prospect axiologies, 
assuming, as we have done, that the only axiologically relevant feature at stake is 
the welfare of the people involved and the probabilities of the possible populations 
(Fleurbaey 2010, 654 makes a similar point).33 Nevertheless, one of the results we 
present in the next section does not assume State-Wise Dominance in full generality; 
and one result does not assume the principle at all.34

Let us call the fully general implication that State-Wise Dominance has for popu-
lation prospects Population State Dominance, and formulate it thus:

32  The classical theories of rational choice under uncertainty—such as Ramsey’s 1926/1990, Savage’s 
1954, and Jeffrey’s 1965—all impose State-Wise Dominance for the type of situations we are consider-
ing, i.e., situations where the states’ probabilities are unaffected by the agents’ choice.
33  So, for instance, issues of fair chances don’t arise (see, e.g., Stefánsson 2015.)
34  It might be worth mentioning that unlike Event-Wise Dominance, State-Wise Dominance does not 
rule out intuitively reasonable risk attitudes that that are inconsistent with standard Expected Utility The-
ory, such as the so-called Allais Preference (named after Allais 1953).
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Population State Dominance  If for all si ∈ S , P2(si) ≾ P1(si) , then P2≾P1 ; and if, in 
addition, for at least one non-null35 sj , P2(sj) ≺ P1(sj) , then P2≺P1.

We now turn to the question: is it possible to formulate a population prospect axi-
ology that is unburdened by (something like) the traditional impossibility results for 
population axiology? Although the traditional (risk-free) adequacy conditions are 
known to be mutually inconsistent as conditions on how to rank populations, they 
are not mutually inconsistent as conditions on how to rank non-trivial prospects, 
since none of them says anything about how to rank such prospects. Hence, a condi-
tion like Population State Dominance is needed to connect the ranking of outcomes 
to the ranking of non-trivial prospects.

We shall focus on three adequacy conditions for (risk-free) population axiology 
that generate a very simple and easy to demonstrate impossibility theorem, which 
we will extend to population prospect axiology. Some of these conditions can be and 
have been questioned. For instance, one might want to replace Quality by weaker a 
weaker condition that does not directly rule out the Repugnant Conclusion. How-
ever, as will become evident, the various other impossibility theorems that have 
been proven with logically weaker and intuitively more compelling adequacy condi-
tions for population axiology, for instance by weakening Quality (see, e.g., Arrhe-
nius 2011, forthcoming), can be extended to population prospect axiology in a way 
analogous to how we extend the simple theorem. So, the aim here is not to prove 
an impossibility theorem involving only intuitively compelling adequacy conditions. 
The aim is instead to describe a recipe for translating any theorem for (risk-free) 
population axiology into a theorem for prospect population axiology on a domain 
that contains only non-trivial prospects. (Later we prove a general theorem that 
establishes that this recipy can indeed be used to extend any axiology-result to a 
prospect-result.)

Below we make use of one more piece of notation. We stipulate that there is a 
� ∈ ℝ

+—which can be arbitrarily close to 0—such that for any x, y ∈ ℝ
+ if y < x 

but x − y ≤ � , then y is “slightly lower” than x. The three adequacy conditions for 
risk-free population axiology that we focus on are:

Egalitarian Dominance  For any x, y ∈ X , if n(x) = n(y) and for all i, j ∈ ℕ , yi < xj 
and xi = xj , then y ≺ x.

Quantity  For any x, y ∈ ℝ
+ such that y is slightly lower than x, and for any n ∈ ℕ , 

there is an m ∈ ℕ , such that m > n , and such that (x)n ≾ (y)m.

Table 1   Illustration of 
dominance relationship

s1 s2

P1 Ann: -100 Ann: 100
P2 Ann: -100 Ann: -100

35  A state is non-null if it has some probability of obtaining (in this case, according to the social plan-
ner).
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Quality  There is an x ∈ ℍ and an n ∈ ℕ , such that for any y ∈ � and any m ∈ ℕ , 
(y)m ≾ (x)n.

Egalitarian Dominance is as uncontroversial as a principle of population ethics 
gets. Quality is a condition that rules out theories that imply the Repugnant Conclu-
sion. Quantity should appeal to those who find some truth “the more of the good, 
the better”.

It turns out that the above seemingly weak conditions are not mutually compat-
ible, as illustrated by the following simple and well-known impossibility theorem 
(for risk-free population axiology):

Simple Impossibility Theorem  (SIT) No social welfare relation ≾ on X satisfies 
Egalitarian Dominance, Quality, and Quantity.36

To see why the above theorem is true, consider the sequence in Fig. 1. We assume 
that well-being is perfectly equally distributed in each population. Moreover, assume 
that x1 in the diagram above is a population with very high welfare and that y is a 
population with very low positive welfare (the width of a block represents the num-
ber of people in the population, the height represents their welfare; dashes indicate 
that the block in question should really be much wider than shown). According to 
Quantity, there is a population x2 with slightly lower welfare than x1 but which is 
at least as good as x1 ; a population x3 with slightly lower welfare than x2 but which 
at least as good as x2 ; and so forth. Hence, we will finally reach population xr with 
very low positive welfare.37 Now, recall that we assume the social welfare relation 
to be transitive. Hence, xr is at least as good as x1 . But y is better than xr according 
to Egalitarian Dominance. Hence, by transitivity, y is better than x1 . However, by 
Quality, x1 is at least as good as y (for some x1 and y that can be used in an argument 
with the above structure). So, we get a contradiction: y is better than x1 which is at 
least as good as y . Hence, the Simple Impossibility Theorem: there is no social wel-
fare relation—in other words, no population axiology—which satisfies Egalitarian 
Dominance, Quality, and Quantity.

The Simple Impossibility Theorem can easily be extended to the following 
impossibility result for population prospect axiologies, even if we limit the domain 
of the social welfare relation to prospects that are non-trivial (in the sense described 
above):

36  This theorem was first presented in Arrhenius (2000a). See also Arrhenius (2016)
37  Here we exploit the fact that the formal framework we have been employing entails what has been 
called Finite Fine-grainedness: There exists a finite sequence of slight welfare differences between any 
two welfare levels. Finite Fine-grainedness ensures that one can get from one welfare level to another 
in a finite number of steps of intuitively slight welfare difference. Examples of such welfare differences 
could be some minor pain or pleasure or a shortening of life by a minute or two. For further discussion 
of Finite Fine-grainedness, and of possible theories of welfare that violate this assumption, see Arrhenius 
(2000a, 2005, 2016, forthcoming), Arrhenius and Rabinowicz (2015). For interesting efforts to challenge 
Finite Fine-grainedness (in light of the impossibility theorems in population ethics), see Thomas (2018) 
and Carlson (2022). For a very recent impossibility result for prospects without Finite Fine-grainedness, 
see Thornley (2021).
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Simple Prospect Impossibility Theorem  (SPIT) No social welfare relation ≾ on the 
set of non-trivial prospects, Pnt,38 satisfies Egalitarian Dominance, Quality, Quan-
tity, and Population State Dominance.

The prospects in Table 2 establish SPIT. P1 to Pr+1 are different population pros-
pects, whereas s1 and s2 are different states of the world that determine which popu-
lation results from the choice of each prospect. We assume that P1 to Pr+1 are non-
trivial, meaning that the probabilities of states s1 and s2 are strictly between zero and 
one. Now, assume that x1 , x2 , etc., and y in Table 2 are the populations depicted in 
Fig. 1. So, for each xi , xi+1 is at least as good as xi according to Quantity, y is better 
than xr according to Egalitarian Dominance, and thus y is better than x1 by transitiv-
ity. However, x1 is at least as good as y according to Quality. But that means that 
according to Population State Dominance, Pr+1 is better than P1 and P1 is at least 
as good as Pr+1 , irrespective of what population z represents. So, again we reach a 
contradiction. Hence, the Simple Prospect Impossibility Theorem: there is no social 
welfare relation—and thus no population prospect axiology—on a domain of non-
trivial prospects which satisfies Egalitarian Dominance, Quality, Quantity, and Pop-
ulation State Dominance. (It is straightforward to see how the result can be extended 
to multiple non-null states.)

Note that since both Quality and Quantity are stated with the weak preference 
relation—that is, they are claims about the “at least as good as” relation, to use axi-
ological terms—we need a version of Population State Dominance that applies dom-
inance reasoning even when there is only “weak” state-wise dominance (i.e., where 
there is only weak preference for one prospect over another given some state). How-
ever, by strengthening Quality, we can make do with a weaker dominance condition 
that only applies dominance reasoning when there is strict state-wise dominance.39

We could of course also replace Population State Dominance with Stochastic 
Dominance, which, in a state-space framework like ours, entails Population State 
Dominance. Finally, it might also be worth pointing out that the assumption that the 
different prospects result in the same population if one of the two states obtains is 

Fig. 1   Illustration of SIT

38  Of course, there is no such relation on the set of trivial prospects (P ⧵ Pnt) either; but that we already 
knew from SIT.
39  We thank Dean Spears for encouraging us to clarify this.
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not essential to the above result (nor the next theorems we introduce). In fact, we can 
prove the following general theorem, which implies SPIT as a special case.40

Dominance Theorem  Let A be a set of adequacy conditions that no social welfare 
relation on the set of trivial prospects, ≾ on P ⧵ Pnt , satisfies. Then no social welfare 
relation ≾ on Pnt satisfies A and Population State Dominance.

Proof  For any non-null state si ∈ S , let P denote the set of all prospects that map 
S⧵{si} to some particular population vector V = (x,… , y) . Now let Px be the pros-
pect in P that results in population x in state si and similarly for prospect Py and 
population y . Now let Px be the trivial prospect that results in population x for sure, 
and similarly for Py and population y . From Population State Dominance it follows 
that Px≾Py just in case Px≾Py . Now, note that Px,Py ∈ P⧵Pnt . Hence, since by 
assumption, the relation ≾ on P ⧵ Pnt fails to satisfy the conditions in A , some pair 
of trivial prospects Px,Py establishes that ≾ on Pnt cannot satisfy both A and Popula-
tion State Dominance. 	�  ◻

Before introducing the next theorem, it might be worth reminding the reader of 
a point that we previously made, namely, that prospect impossibility results such as 
those proven above cannot be achieved by only using risk-free adequacy conditions, 
such as Egalitarian Dominance, Quantity, and Quality. For while these risk-free con-
ditions tell us how to rank populations (and hence how to rank trivial population 
prospects), they tell us nothing about how to rank non-trivial prospects that could 
result in different populations. For instance, recall that Egalitarian Dominance, 
Quality, and Quantity together entail that y is better than x1 and that x1 is at least as 
good as y, that is, the conditions entail an inconsistent ranking of populations (or 
risk-free outcomes). But, in and of itself, that does not suffice to get an impossibility 
result for non-trivial prospects, since this non-transitive outcome-ranking by itself 
does not preclude that there exists a consistent (in particular, transitive) ranking of 
non-trivial prospect. To take a simple (but of course implausible) example, suppose 
that the only adequacy condition on non-trivial prospects says that all non-trivial 
prospects are equally preferable. That would not, of course, remove the impossibility 

Table 2   Prospects that prove 
SPIT

s1 s2

P1 z x1

P2 z x2

. . .
Pr z xr

Pr+1 z y

40  We thank a referee for encouraging us to include the general theorem rather than only the special 
cases, and for suggesting something close to this argument.
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result for populations (i.e., risk-free outcomes). But it would mean that the “set” of 
adequacy conditions on non-trivial prospects is consistent.

So, if a person were to maintain that a decision-maker is never faced with 
choices between populations, only with choices between population prospects, 
then they could argue that from a practical (decision-making) point of view, the 
inconsistency generated by Egalitarian Dominance, Quantity, and Quality is not 
so worrying. However, if this person accepts Population-State Dominance for 
prospects, and moreover accept Egalitarian Dominance, Quantity, and Quality 
for populations, then they would have to admit that it is worrying (even from a 
practical point of view) that Population-State Dominance results in an inconsist-
ent ranking of prospects when the ranking of the possible outcomes (i.e., popula-
tions) satisfies Egalitarian Dominance, Quantity, and Quality.

Another way to derive an impossibility result for non-trivial prospects, with-
out using a condition like Population State Dominance to connect the ranking of 
outcomes to the ranking of prospects, is to reformulate the standard conditions 
as prospect conditions, a strategy we next explore. Consider first the following, 
where state-dominance is essentially built into each condition:

Egalitarian Prospect Dominance  For any x, y, z ∈ X such that n(x) = n(y) and 
yi < xj = xi for all i, j ∈ ℕ , for any E ⊂ E , and for any P,Q ∈ P , if P(¬E) = x and 
P(E) = z while Q(¬E) = y and Q(E) = z , then Q≺P.

Quantity Prospect Dominance  For any z ∈ X and for any x, y ∈ ℝ
+ such that y is 

slightly lower than x, and for any n ∈ ℕ , there is an m ∈ ℕ , such that m > n , and 
such that for any E ⊆ E and for any P,Q ∈ P , if P(E) = (x)n and P(¬E) = z , while 
Q(E) = (y)m and Q(¬E) = z , then P≾Q.

Quality Prospect Dominance  There is an x ∈ ℍ and an n ∈ ℕ , such that for any 
y ∈ � , any m ∈ ℕ , any z ∈ X , any E ⊆ E , and any P,Q ∈ P , if P(E) = (x)n and 
P(¬E) = z , while Q(E) = (y)m and Q(¬E) = z , then Q≾P.

Now, it should be straightforward to see that even if the domain is restricted to 
non-trivial prospects, that is, prospects that confer a probability strictly between 
zero and one on different populations, the above three conditions form an incon-
sistent set. That is, we can prove:

Pure Prospect Impossibility Theorem  (PIT) No social welfare relation ≾ on Pnt sat-
isfies Egalitarian Prospect Dominance, Quality Prospect Dominance, and Quantity 
Prospect Dominance.

The prospects in Table  2, for instance, establish the Pure Prospect Impossibil-
ity Theorem. For notice that by transitivity, Egalitarian Prospect Dominance, Qual-
ity Prospect Dominance, and Quantity Prospect Dominance result in an inconsist-
ent ranking of the prospects in Table  2, in exactly the same way as the original 
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Egalitarian Dominance, Quality, Quantity and Population State Dominance resulted 
in an inconsistent ordering of the prospects in Table 2.

One advantage of PIT, as compared to SPIT, is that PIT does not assume Popu-
lation State Dominance to always hold. So, in particular, those who want to resist 
Population State Dominance due concern for fairness in the distribution of chances 
(e.g., Diamond 1967, Stefánsson 2015), might be more troubled by the impossibility 
identified by PIT, which only assumes that Population State Dominance holds with 
respect to the populations involved in the conditions.

However, in case someone objects to any appeal to Population State Dominance, 
even a restricted one as used in the Pure Prospect Impossibility Theorem, it might 
be worth noting that impossibility results can be generated without any such appeal, 
albeit with more complex conditions.41

Consider first Probability-Quantity Tradeoff, the thought behind which is that we 
can reduce the probability that a prospect results in the population (x)m , where peo-
ple have very high welfare, without making the resulting prospect worse, as long as 
we sufficiently increase the number of people in the alternative population that the 
prospect results in if it does not result in (x)m:

Probability‑Quantity Tradeoff  For any m, n ∈ ℕ , any x ∈ ℍ and y ∈ � , for any E ∈ E 
such that p(E) = q > 0 and for any P ∈ P such that P(E) = (x)m and P(¬E) = (y)n , 
there is some F ∈ E , which possibly partly overlaps with E, such that p(F) = q� < q , 
and some o ∈ ℕ , such that if Q(F) = (x)m and Q(¬F) = ((y)n, (y)o) , then P≾Q.

Less formally: For any high welfare population and any low welfare population, 
and any prospect that with probability q results in the high welfare population and 
with probability 1 − q results in the low welfare population, there is another at least 
as good prospect that with probability q′ < q results in the high welfare population 
and with probability 1 − q� results in the union of the low welfare population with 
some additional lives at that same low level of welfare.

Next consider Probability-Quality Tradeoff, the thought behind which is that 
there is a limit to how much average welfare we are willing to risk foregoing for the 
sake of a chance at higher total welfare:

Probability‑Quality Tradeoff  There is an x ∈ ℍ and an n ∈ ℕ , such that for any 
k, l ∈ ℕ , and for any y ∈ � , there are some (possibly overlapping) events, G,H ∈ E , 
such that p(H) < p(G) , such that if P(G) = (x)n and P(¬G) = (y)k , while Q(H) = (x)n 
and Q(¬H) = ((y)k, (y)l) , then Q≺P.

In plain English: There is some high welfare population, such that for any two 
disjoint low welfare populations, there are probabilities p and q, where p > q , 
such that a prospect that with probability p results in the high welfare population 
and with probability 1 − p results in one of the low welfare populations is better 

41  We thank Tim Campbell for suggesting we add a result like this to the paper.
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than any prospect that with probability q results in the high welfare population 
and with probability 1 − q results in the union of the two low welfare populations.

As can easily be verified, Prospect Average Utilitarianism violates Probabil-
ity-Quantity Tradeoff whereas Prospect Total Utilitarianism violates Probability-
Quality Tradeoff.

To see how Probability-Quantity Tradeoff and Probability-Quality Tradeoff 
jointly lead to inconsistency, given transitivity, suppose we start with a probabil-
ity p that is close to 1. (To make the argument as simple as possible, we replace 
the events/states by their probabilities.) By Probability-Quantity Tradeoff, there is 
some quantity � that we could subtract from p such that the following holds. Sup-
pose that prospect P0 has probability p of resulting in a population (x)m ∈ ℍ

m and 
probability 1 − p of resulting in some population (y)n ∈ �

n . Moreover, suppose 
that prospect P1 has probability p − � of resulting in population (x)m and prob-
ability 1 − (p − �) of resulting in ((y)n, (y)o) . Then P1 is no worse than P0 . But con-
tinuing this reasoning, we can generate a sequence of prospects, by incrementally 
increasing the quantity that is subtracted from p, until we reach a quantity � for 
which the following holds. Suppose that Pn has probability p − � of resulting in 
(x)m and probability 1 − (p − �) of resulting in some population ((y)n, (y)o, ...(y)p) , 
which is much bigger than (y)n . Then Pn is no worse than the immediately preced-
ing prospect in the sequence, and the same is true of any other prospect in the 
sequence. Hence, by transitivity, Pn is no worse than P0 . Since we get this result 
irrespective of the welfare (and size) of the (x)m population, and irrespective of p 
and � , we have a violation of Probability-Quality Tradeoff.

5 � Concluding Remarks

We have found that the search for a population axiology free from contraintuitive 
implications is not made easier by the introduction of risk. For instance, we have 
shown how any impossibility theorem that has been proven for risk-free popula-
tion axiology can be extended to population prospect axiology with the use of 
an instance of the traditional State-Wise Dominance axiom from decision theory. 
Moreover, we have seen that the introduction of risk into population ethics brings 
with it some new problems. Perhaps most interestingly, we have seen that natural 
extensions of traditional population axiologies lead to prospect-versions of the 
problems that they are praised for avoiding in the risk-free setting. In addition, we 
have seen that impossibility results can be derived from probabilistic axioms only 
(i.e., without any risk-free axioms). All of this illustrates that contrary to what 
one might have hoped, the task of finding an attractive axiology for non-trivial 
population prospects is even harder than the task of finding an attractive popula-
tion axiology.

Funding  Open access funding provided by Stockholm University.
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