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Preface 

The Ethics of Coordination project is about to complete its second year. It is hosted 
by the Institute for Futures Studies in Stockholm, and is generously financed by Riks-
bankens Jubileumsfond (the Swedish Foundation for Humanities and Social Scien-
ces). The project is led by PI Krister Bykvist. It aims to formulate a new approach to 
addressing collective harm problems, an ethics of coordination that incorporates both 
individual and collective duties, and to apply this approach to climate change. 

The project has three parts. Part 1 gives a theoretical justification for duties to co-
ordinate. Part 2 focuses on direct individual duties regarding climate change. Part 3 
explores duties of coordination in the context of climate change. 

The three parts are represented in this first volume of the program’s preprint series, 
consisting of nine papers in total. The papers by Andrić, Blomberg and Petersson, By-
kvist and Klint Jensen, and Schwenkenbecher are concerned with foundational issues 
regarding duties to coordinate and thus belong to Part 1. Campbell and Kaczmarek, 
Hormio, and Torpman address issues related to direct individual climate duties (Part 
2). The focus of the papers by Nefsky and Tenenbaum, and Budolfson deal with topics 
that are relevant for climate duties to coordinate (Part 3).  

In this volume, the papers are presented in alphabetic order of their authors’ na-
mes. The first paper, by Vuko Andrić, examines the idea that unstructured groups, 
not just their individual members, can have moral duties and explores how these 
collective duties might be based on individual duties. It raises questions about how 
individual duties relate to collective duties, highlighting potential issues of circularity 
in defining these duties. Andrić suggests that individual duties grounding collective 
moral duties should be seen as rational duties of moral agents, and argues that whe-
ther these duties are perspective-dependent should be left to broader ethical theories, 
not specific accounts of collective duties. 

In the second paper, Olle Blomberg and Björn Petersson address the issue of col-
lective moral obligations, where a group can violate a duty without each individual 
member being at fault, which complicates moral blame. It critiques the view that 
moral blame should always evoke guilt and punishment for individuals, arguing that 
this perspective can seem unfair when applied to group members. The authors pro-
pose that individuals can justifiably feel guilt for their group's actions through strong 
identification with the group, thus reconciling the idea of collective obliga-tions with 
the concept of moral blame. 

The third paper, by Mark Budolfson, examines the issue of collective self-defeat-
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ingness. As shown by prisoner's dilemmas, self-interest is sometimes directly collec-
tively self-defeating in that everyone ends up worse off following the self-interest 
strategy rather than some other strategy. However, it has been claimed by Derek Parfit 
and others that morality, rationality and other interesting forms of normativity are 
never directly collectively self-defeating. Using examples, Budolf-son argues against 
these theorists' claims. 

In the volume’s fourth paper, Krister Bykvist and Klint Jensen examine so-called 
moral Hi-Lo Cases.They argue that these are not just abstract hypothetical cases but 
have analogues in real-life cases, including some climate change cases. Furthermore, 
the authors show that the common appeal to a cooperative stance risks changing the 
topic by describing a different kind of situation. In the changed situation, the appeal 
to actual influence rather than mere possible influence on other agents is necessary 
but even then the cooperative stance may not be manda-tory if it assumes realistic 
costs. 

The fifth paper, by Tim Campbell and Patrick Kaczmarek, examines the norma-
tive ramifications of the finding that creating a new person produces more CO2 
emissions than many other lifestyle choices. Climate Anti-Natalism claims that it is 
often wrong to conceive a new person because of their CO2 emissions. Campbell and 
Kaczmarek identify a harm-avoidance principle underlying arguments for Climate 
Anti-Natalism but argue that this principle has implausible implications. 

In the sixth paper, Säde Hormio starts with the observation that moral theories 
often struggle to justify why individuals should contribute to collective outcomes 
when their individual impact seems negligible. The focus should shift from isolated 
acts to patterns of behavior over time, as most real-life collective outcomes are cum-
ulative. The paper argues that the key issue is not individual actions but maintaining 
coherence between one's values and contributions, as failing to act consistently with 
one's values in collective settings undermines moral integrity. 

In the seventh paper, Julia Nefsky and Sergio Tenenbaum critique Peter Singer's 
argument that spending money on personal pleasures is morally wrong, likening it to 
not saving a drowning child. While many responses challenge Singer’s principles, 
they fail to effectively counter his Pond Analogy, which strongly supports his con-
clusion. The authors argue that the real challenge lies in the Pond Analogy itself, 
posing a fundamental question for our understanding of morality, and they conclude 
by outlining their response to this challenge. 

The volume’s eighth paper, by Anne Schwenkenbecher, is concerned with situa-
tions in which moral agents face collective-action problems where individual actions 
seem ineffective but collective effort can create change. Moral agents use two types of 
reasoning: I-mode, focused on individual actions and best responses, and We-mode, 
which prioritizes collective action as part of a group. While both approaches can 
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sometimes lead to the same outcome, especially when each person’s contribution is 
crucial, I-mode reasoning often falls short in broader cases like voting or reducing 
carbon footprints, raising questions about the role of We-mode reasoning in guiding 
moral obligation 

In the ninth and final paper, Olle Torpman explores the responsibility-based mo-
ral reasons an individual may have to act even when their actions seem to make no 
difference to the outcome. Torpman distinguishes between prospective responsibility 
(acting to contribute to good or to avoid harm) and retrospective responsibility (act-
ing to avoid blame for contributing to harm), and argues that reasons for action can 
be based on both types of responsibility. He moreover argues that such reasons can 
justify acting in collective impact cases. This framework suggests individuals have 
moral reasons to act in certain ways to align with their responsibilities, even in such 
cases. 

We are pleased to be able to share this new work from the Ethics of Coordination 
project. The authors of the papers would greatly appreciate any comments, questions, 
and objections that you wish to share with them. Contact information is found on 
the front page of each paper. We would also like to thank Daniel Ramöller and Erika 
Karlsson for their help in the editorial process of the work with this volume.  
 
Tim Campbell & Olle Torpman 
Editors 
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Vuko Andrić1  

How Might Collective Duties be 
Grounded in Individual Duties?2 

Some philosophers hold that unstructured groups themselves, as opposed to the 
members of these groups, can have moral duties. There are different accounts of 
how such collective duties might be grounded in facts about individual duties of the 
group members. In this paper, I highlight and discuss some questions for these 
accounts that seem to warrant more exploration than they have received so far. 
First, if there is a collective duty to ϕ that is grounded in individual duties, how 
does ϕ-ing feature in the individual duties? The accounts that ground a collective 
duty to ϕ in individual duties specify these individual duties with reference to ϕ-
ing. But if a collective duty to ϕ is grounded in individual duties, then, on pain of 
circularity, the individual duties cannot be specified in terms of a collective duty to 
ϕ. Second, are the individual duties that ground collective moral duties themselves 
also moral duties? Or are the individual duties, rather, rational duties? I will 
suggest that the individual duties should be classified neither as purely moral nor 
as purely rational, but rather as rational duties of moral agents. Finally, are the 
grounding individual duties perspective-dependent, i.e., do they depend on the 
epistemic situation of the members, as several philosophers have suggested? I argue 
that accounts of collective obligations should not commit themselves to an answer 
to this question, but rather leave the question to general ethical theories that do not 
focus on contexts of collective duties.  

 
 

1 Institute for Futures Studies & Linköping University, vuko.andric@liu.se. 
2 Funding from Riksbankens Jubileumsfond (grant number P22-0662) is gratefully acknowledged. 
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1. Introduction 
Can groups have moral duties? Attempts to answer this question are well advised to 
distinguish between two kinds of groups. On the one hand, there are structured 
groups, such as companies and universities. Having their own decision procedures, 
structured groups seem to resemble individual persons in important ways, which 
suggests, at least initially, an affirmative answer (e.g., French, 1979; List & Pettit, 
2011). On the other hand, there are unstructured groups, such as married couples, the 
passengers on a bus, customers in a supermarket, voters, and consumers. Such groups 
lack decision procedures, at least the kind of formal, easily recognizable and well 
established decision procedures that characterize structured groups. This paper 
focuses on unstructured groups. Can unstructured groups have moral duties that go 
above and beyond the individual moral duties of their members? Can, for example, 
the group of all consumers itself have a moral duty to avoid consumption that leads 
to climate change and the harms associated with it? 

There are different ways of arguing for the claim that unstructured groups can 
have moral duties. Two types of accounts can be distinguished for the purposes of this 
paper based on whether the account grounds the collective moral duties of a group 
in facts about the individual duties of the group members. This paper deals exclusively 
with accounts that involve such a grounding suggestion, leaving aside accounts that 
argue for the existence of duties of unstructured groups without grounding them in 
individual duties (e.g., Jackson, 1987; Rosenqvist, 2019; Tännsjö, 2007; Wringe, 2010).  

Following Gunnar Björnsson (2020: 132–3, footnotes omitted), we can distinguish 
four accounts that ground collective duties in individual duties: 

It has […] been suggested that a group’s obligation to ϕ is grounded in the fact 
that the group would ϕ, or would be sufficiently likely to ϕ, if members discharged 
their individual obligations to:  

take steps to collectivize: to transform the group into a group agent that has 
its own obligation to ϕ (Collins 2013; cf. Hindriks 2019; Isaacs 2011: 144–
54 on “putative obligations”);  

we-reason: to identify ϕ-ing as the optimal solution to a problem that group 
members cannot solve individually and to deduce their own individual 
actions based on this (Schwenkenbecher 2018; 2019); 

be prepared to do their part in ϕ-ing should they be sufficiently certain that 
others would as well (Aas 2015); or  
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care to the right extent about what is morally at stake, in the sense of being 
disposed to (i) pick up information about what reactions and actions tend 
to promote what is morally important and (ii) be moved by such 
information when opportunity arises (Björnsson 2014, Forthcoming).3 

All these accounts, I think, raise some questions that, to the best of my knowledge, 
have not received much attention yet and that I will highlight in the next three 
sections. Section 2 examines the moral status the group’s ϕ-ing has when it features in 
the individual duties that ground the group’s duty to ϕ. Section 3 discusses if the 
grounding individual duties are moral or rational in nature. Section 4 deals with the 
question of whether the grounding individual duties depend on the perspective of the 
individuals that have these duties.  

2. The Moral Status of Obligatory Collective 
Behavior in The Grounding Individual Duties 
The collective duty to ϕ, on the proposals under discussion, is grounded in individual 
duties of group members to do something or to be a certain way. Moreover, this doing 
or being is specified in the proposals with regard to the group’s ϕ-ing. The problem 
is that the group’s ϕ-ing cannot be classified as obligatory in the grounding individual 
duties. That would be circular. But what, then, is the moral status of ϕ-ing as this 
collective behavior features in the specifications of the grounding individual duties? 

Suggestions are easy to come by, as some are involved in Björnsson’s very defini-
tions of the accounts quoted earlier. According to the collectivization account, a 
group’s duty to ϕ is grounded in individual duties to transform the group into a group 
agent that has its own obligation to ϕ. This suggests understanding the group’s ϕ-ing as 
conditionally obligatory. According to the we-reasoning account, a group’s duty to ϕ is 
grounded in individual duties to identify ϕ-ing as the optimal solution to a problem that 
group members cannot solve individually and to deduce their own individual actions 
based on this. This suggests understanding the group’s ϕ-ing as optimal, i.e., in terms of 
value. According to the caring account, a group’s duty to ϕ is grounded in individual 
duties to be disposed to (i) pick up information about what reactions and actions tend 
to promote what is morally important and (ii) be moved by such information when 
opportunity arises. This suggests understanding the group’s ϕ-ing as morally important. 

Let us consider the suggestions in reverse order, starting with the idea to character-
ize the group’s ϕ-ing as morally important. A problem suggesting itself is that not every 

 
3 Björnsson, like other participants in the debate, speaks of collective obligations. I use the concepts duty and 
obligation interchangeably. 
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morally important joint action should come out as all-things-considered obligatory. 
For example, it might be morally important for a group to save people from starvation 
but more morally important not to achieve this by fraud. The distinction between pro 
tanto and all-things-considered duties suggests that the group’s ϕ-ing, insofar as it feat-
ures in grounding individual duties, should better be characterized in terms of being 
most morally important. 

However, this characterization is not yet satisfactory either. For it remains unclear 
how saying that a group’s ϕ-ing would be most morally important is different from 
saying that the group’s ϕ-ing is, or would be, morally obligatory. But if this is actually 
meant, then we should better be clear about this.  

Saying that the group’s ϕ-ing is obligatory is different from saying that it would be 
obligatory. If the group’s ϕ-ing is characterized in the individual duties as (actually) 
obligatory, we are thrown back to the circularity problem elaborated at the outset of 
this section. If instead calling the group’s ϕ-ing most morally important is meant to 
express that the group’s ϕ-ing would be obligatory, this suggestion is indistinguishable 
from stating a conditional duty of the group to ϕ, a suggestion that we shall consider 
below.  

Neither interpretation is helpful. But perhaps something else is meant, and charac-
terizing the group’s ϕ-ing as most morally important is neither to be understood in 
terms of actual duty nor in terms of conditional duty. But then it remains unclear 
how we should understand the characterization.  

Let us then turn to the suggestion of understanding the group’s ϕ-ing in value 
terms. Should the group’s ϕ-ing feature as optimal in individual duties? The problems 
facing this suggestion are familiar from the literature on consequentializing (Port-
more, 2022). In what follows, I will highlight some of the problems. My point, how-
ever, is not that the problems are insurmountable – perhaps they can eventually be 
solved. Rather, I suggest that it would be problematic to characterize the group’s ϕ-
ing as optimal in the description of the underlying individual duties because this 
suggestion invites problems associated with consequentializing, problems that it 
would be better to avoid (until it has been demonstrated that the problems can be 
solved, which I take it has not been achieved yet).  

First, how does this suggestion deal with constellations in which the group’s ϕ-ing 
would be optimal yet not obligatory? An account of collective duties will probably 
want to leave conceptual space for supererogatory collective actions. But it is unclear 
how the suggestion can achieve this.  

Second, certain moral theories, like rule-consequentialism, have built into them 
assumptions about the relation between duties and values that cause problems for the 
suggestion. In particular, rule consequentialists might want to say that a group has 
(hasn’t) a duty to ϕ only if it would (wouldn’t) have the best consequences if groups 
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in relevantly similar circumstances ϕ-ed. But this doesn’t mean that this group would 
(not) bring about the best consequences by ϕ-ing on a particular occasion.  

Third, Kantian theories are often characterized as assuming that the right is prior 
to the good. This does not sit well with the suggestion to characterize the group’s ϕ-
ing as optimal and then deduce, via individual duties, that the group has a moral duty 
to ϕ. 

These problems appear serious. However, let us consider one natural modification 
of the suggestion (if only to show that it is problematic too). Instead of characterizing 
the group’s ϕ-ing as optimal, we can say that it would be deontically optimal. This is 
modelled on the suggestion of some consequentializers (e.g., Zimmerman, 1996). 

This modified suggestion still raises objections, as two examples shall illustrate. 
First, “deontic value” is a term of art and as such not connected to everyday moral talk 
and thought. Therefore, the suggestion has a hard time getting support from ordinary 
intuitions (consider the parallel problem for the concept of agent-relative value 
discussed in Schroeder, 2007). This will indirectly affect the overall plausibility of an 
account of collective moral duties. 

Second, while the modified proposal might allow us to accommodate collective 
supererogation, it remains doubtful how referring to deontic value as something that 
partly grounds moral duties coheres with the explanations of moral duties suggested 
by moral theories. Does it really fit with Kantianism, say, if we do not say that a 
group’s ϕ-ing is obligatory because it is the only way of acting in accordance with the 
Categorical Imperative but instead that the group’s ϕ-ing is obligatory because it is 
deontically optimal, and then add that it’s deontically optimal because it is the only 
way of acting in accordance with the Categorical Imperative?  

Having dealt with the “moral importance” and “optimality” suggestions, let us 
finally consider the suggestion that the group’s ϕ-ing features as conditionally obliga-
tory in the grounding individual duties. The problems I see with this suggestion con-
cern the grounds of the individual duties. While it is easy to see how individual duties 
with regard to a group’s ϕ-ing could be based on the fact that the group’s ϕ-ing would 
be optimal (after all, it is a natural thought that individuals have reasons to promote 
good states of affairs), the same is not true if the group’s ϕ-ing is merely conditionally 
obligatory. On the collectivization account, it would be natural to wonder why indi-
viduals should take steps to turn a merely conditional duty into an actual duty. What 
speaks in favor of taking these steps from a moral point of view? (An analogy: By 
making a promise I can bring it about that I have an obligation, namely to keep that 
promise. But this do not by itself suggest that I should make a promise.)  

The same kind of question suggests itself on the other accounts if they are com-
bined with the suggestion that the group’s ϕ-ing features as conditionally obligatory 
in the respective individual duties. Why should one care about a merely conditional 
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collective duty? Why should one we-reason about merely conditional duties? Why 
should one be prepared to play one’s role in collective behavior that is merely condi-
tionally obligatory? 

To summarize, according to the accounts of collective duties on offer, a group’s 
duty to ϕ is grounded in individual duties of the group members, whereby the indi-
vidual duties concern individual behaviors or personal characteristics that are spec-
ified with regard to the group’s ϕ-ing. In this specification, on pain of circularity, the 
group’s ϕ-ing cannot feature as being a collective duty. But what then is the moral 
status of the group’s ϕ-ing insofar as it features in the grounding individual duties? I 
have discussed three suggestions, which classify the group’s ϕ-ing as morally impor-
tant, optimal, or conditionally obligatory, respectively. I found all three suggestions, 
including some modifications that came to mind, wanting. The result is that I am not 
aware of any convincing answer to the question of what moral status the group’s ϕ-
ing has insofar as it features in the grounding individual duties. 

3. Are the Individual Duties Moral or Rational? 
We have considered four accounts of grounding collective moral duties in individual 
duties: the collectivization, we-reasoning, preparedness, and caring proposals. The 
question I want to consider next concerns the nature of the grounding individual 
duties. Are the individual duties themselves moral duties, or are they more plausibly 
categorized as rational duties? The question is relevant if we try to formulate a compre-
hensive theory of collective duties, because moral theories do not necessarily coincide 
with theories of rationality and we need to know how to categorize the grounding 
individual duties in order to decide how best to account for them, with a moral theory 
or rather with a theory of rationality.  

But how can we approach the question, how can we find out if the grounding in-
dividual duties are themselves moral duties or not? My approach will be based on a 
desideratum for accounts of collective moral duties. The desideratum is that an 
account of collective moral duties should be compatible with as many (prima facie 
plausible) ethical and meta-ethical positions as possible. This desideratum, I shall 
argue, speaks in favor of the view that the grounding individual duties are neither 
purely moral nor purely rational in nature. 

Let us begin with the natural view that, since the collective duties we are concer-
ned with are moral, the grounding individual duties are moral as well. The problem 
with this view is that it carries controversial commitments when combined with the 
accounts of collective duties under consideration. The desideratum that an account 
of collective moral duties should be compatible with as many ethical and meta-ethical 
positions as possible thus speaks against this view. 
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 The problem is most easily recognized when the view that the grounding 
individual duties are themselves moral is combined with the caring, we-reasoning, 
and preparedness accounts. Can there be moral duties to think (we-reason) in certain 
ways? Can there be moral duties to have certain dispositions (be prepared, care)? 
Traditionally, moral obligations are understood to range over actions rather than 
dispositions or thoughts. The traditional view fits with the fact that human persons 
have a kind of control – volitional control – over actions that they do not have over 
dispositions or thoughts. Over dispositions and thoughts, people (arguably) merely 
have what can be called rational control. To illustrate, you can decide to say that the 
earth is flat, but you cannot decide to believe that the earth is flat; rather, you form, 
maintain, revise, or abandon beliefs in response to (what you perceive to be) epistemic 
reasons. The traditional view can be strengthened by pointing out that we seem to 
hold each other morally responsible in more severe ways (blame, punishment) for 
performing morally wrong actions than we do for having bad dispositions or 
thoughts.4 

The traditional view is, of course, controversial. I am not defending the traditional 
view. My point is merely that the accounts of collective duties under consideration, 
when combined with the view that the grounding individual duties are moral, is 
committed to rejecting the traditional view. This seems to be a high cost, at least if we 
are looking for an account of collective moral duties that is compatible with as many 
(prima facie plausible) ethical and meta-ethical positions as possible. 

The we-reasoning, preparedness, and caring accounts should thus better not be 
combined with the view that the grounding individual duties are moral. At least not 
if a more attractive alternative is available. It is less clear how much of a problem this 
is for the collectivization account. This is because it is less clear what exactly it takes 
to transform an unstructured group into a group that has its own moral duties. Does 
it take certain dispositions or thoughts, or is the performance of certain actions suffi-
cient? I will not try to answer this question here as this would lead us too far afield.  

 The next suggestion to consider is that the individual duties that ground collective 
moral duties are themselves not moral but (merely) rational duties. This suggestion 
has the advantage of being compatible with the traditional view that moral duties 
range over actions but not over dispositions or thoughts.  

The problem with the suggestion, though, is that it comes with meta-ethical com-
mitments regarding the relation between morality and rationality. (I here use ration-
ality as synonymous with what is often called practical reason, as referring to what one 
ought (simpliciter) or has reason (simpliciter) to do, whereas morality is concerned 

 
4 On the traditional view and the debate surrounding it, see Portmore, 2019 and Clarke, 2023. 
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with what one ought morally or has moral reason to do.) Is it always rationally re-
quired to be moral? Some meta-ethical views (e.g., many versions of naturalist realism) 
answer this question in the negative. However, the individual duties in question 
ground, and are thus closely connected to, collective moral duties. Accordingly, the 
contents or phenomenology of the grounding individual duties suggest that these 
duties have a moral character. This does not sit well with meta-ethical views that 
detach morality from rationality. 

My suggestion is a hybrid account. The individual duties that ground collective 
duties are rational duties of those persons of whom it is rationally required to be moral 
(in general or at least in the relevant situations). This hybrid account seems to have 
many advantages. 

First, unlike the first suggestion, the hybrid account is neutral regarding the issue 
of whether moral duty ranges over dispositions and thoughts. If we reject the 
traditional view according to which moral duty ranges only over actions and instead 
assume that moral duty also ranges over dispositions and thoughts, we can just add 
that the grounding individual duties are not merely rational but also moral. On the 
other hand, proponents of the traditional view can agree that the grounding individ-
ual duties are rational and reject the additional claim that the duties are also moral. 

Second, unlike the second suggestion, the hybrid account is neutral regarding the 
issue of whether it is always rationally permitted or even required to be moral. On an 
extreme view, we can just assume that all moral requirements are also rational require-
ments. Then the hybrid account simply yields that every person has the grounding 
individual duties.  

Third, unlike the second suggestion, the hybrid account accommodates (like the 
first suggestion) the seemingly moral contents and phenomenology of the grounding 
individual duties. The hybrid account achieves this by stating that the grounding indi-
vidual duties are rational duties of persons who are rationally required to be moral.  

4. Are the Individual Duties Perspective-Dependent? 
Several proponents of accounts of collective duties have committed themselves to the 
view that the individual duties that ground collective duties are perspective-depen-
dent, i.e., roughly, that they depend on the individuals’ epistemic situations. In this 
section I argue that such a commitment is mistaken. 

Let us begin by looking at what Anne Schwenkenbecher (2021: 17–18) says about 
the issue: 

The notion of collective obligations defended here aligns best with what 
Zimmerman (1996) calls “the prospective view of moral obligation”. […] This 
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means that our moral obligations depend on our reasonable, justified (but not 
necessarily true) beliefs concerning the problem at hand.  

The prospective view of moral obligations makes better sense of the intuition that 
agents have no collective obligation to address a joint-necessity problem [a moral 
problem they can solve only together but not individually] where they reasonably 
believe an individually available option to be superior to an only collectively 
available option; or where they reasonably disagree on which collectively available 
option is best and they therefore cannot agree on a course of action; or where they 
are unlikely to figure out the collectively optimal solution in the time available to 
them. These kinds of complications, where they cannot easily be resolved between 
willing agents, can cancel collective obligations.5 

I share the intuition highlighted by Schwenkenbecher. But should the intuition be 
accommodated in our theories of collective duties? I don’t think so.  

Intuitions (based on cases as well as other considerations) have also been put 
forward in areas of moral theory that do not concern collective but individual 
obligations (e.g., Jackson, 1991). The intuitions there are arguably not weaker than 
the intuition under consideration in the context of collective duties. Nonetheless, 
objectivists – those who claim that moral duties do not depend on the agent’s epi-
stemic situation – have defended their position against such intuitions (Graham, 
2021). Such defenses do not only include attempts to accommodate or, alternatively, 
debunk intuitions supporting the prospective view of moral obligation, henceforth 
“prospectivism”. Objectivist arguments also include attempts to reveal intuitions that 
support objectivism. 

The important point is that it is currently an open question which side is correct. 
Accordingly, just as it would be desirable to have a theory that is neutral regarding 
the objectivism/prospectivism debate in the case of individual morality (say, in the 
ethics of promising), it would also be desirable to have a theory of collective duties 
that is neutral regarding the objectivism/prospectivism debate. This demand is based 
on the same desideratum that was employed in the previous section. Other things 
being equal, an account of collective duty should be compatible with as many (prima 
facie plausible) ethical and meta-ethical positions as possible.  

This suggests that if we can formulate our accounts of collective duty in ways that 
are neutral regarding the objectivism/prospectivism debate, then we should choose 
such formulations rather than trying to adjudicate between objectivism and 
prospectivism. In the remainder of this section, I shall suggest that the accounts of 
collective duties considered here can be formulated in neutral ways. 

 
5 The reference in Schwenkenbecher’s text is false. A fitting reference would be Zimmerman, 2008. 
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Let us consider again Björnsson’s (2020: 132–3, footnotes and references omitted) 
definitions of the accounts:  

It has […] been suggested that a group’s obligation to ϕ is grounded in the fact 
that the group would ϕ, or would be sufficiently likely to ϕ, if members discharged 
their individual obligations to:  

take steps to collectivize: to transform the group into a group agent that has 
its own obligation to ϕ (Collins 2013; cf. Hindriks 2019; Isaacs 2011: 144–
54 on “putative obligations”);  

we-reason: to identify ϕ-ing as the optimal solution to a problem that group 
members cannot solve individually and to deduce their own individual 
actions based on this (Schwenkenbecher 2018; 2019); 

be prepared to do their part in ϕ-ing should they be sufficiently certain that 
others would as well (Aas 2015); or  

care to the right extent about what is morally at stake, in the sense of being 
disposed to (i) pick up information about what reactions and actions tend 
to promote what is morally important and (ii) be moved by such infor-
mation when opportunity arises (Björnsson 2014, Forthcoming). 

It is possible, I think, to state all this in an objectivist view. Here is a preliminary 
attempt. On the objectivist versions of the approaches, a group’s obligation to ϕ is 
grounded in the fact that the group would ϕ, or be sufficiently likely to ϕ, if members 
discharged their individual obligations to  

 
• take steps to collectivize: to transform the group into a group agent that has its 

own obligation to ϕ;  

• we-reason: to (correctly) identify ϕ-ing as the optimal solution to a problem 
that group members cannot solve individually and to (correctly) deduce their 
own individual actions based on this; 

• be prepared to do their part in ϕ-ing if others would as well; or  

• care to the right extent about what is morally at stake, in the sense of being 
disposed to be moved by facts about what reactions and actions promote 
what is morally important when opportunity arises. 
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Of course, if we constantly worked with both objectivist and prospectivist versions of 
accounts of collective duties, this could make our texts messy. But this is a practical 
problem that merely concerns how we present our thoughts. This problem cannot 
justify stating our thoughts merely in a prospectivist framework.  

5. Conclusion 
I have considered three issues arising from ethical theory for accounts that ground the 
moral duties of unstructured groups in individual duties. The first issue concerns the 
moral status of the collective behavior that is meant to come out as obligatory on the 
accounts. Since the individual duties grounding the collective duty are specified with 
regard to the collective behavior, we need to clarify the moral status of the collective 
behavior as it features in the individual duties. After elaborating that the collective 
behavior better not be categorized as obligatory in the individual duties, I have argued 
that none of the suggestions made so far – categorizing the collective behavior in 
terms of moral importance, optimality, or conditional duties – is satisfactory. 

The second issue concerns the nature of the grounding individual duties. After 
raising objections to views that understand the individual duties exclusively as moral 
or as rational (but not moral), I have suggested a hybrid view. According to the hybrid 
view, the individual duties that ground collective duties are rational duties of those 
persons of whom it is rationally required to be moral (in general or at least in the 
relevant situations). 

Finally, I have argued that accounts of collective moral duties should remain 
neutral on the question of whether the grounding individual duties depend on the 
individuals’ respective perspectives. I have suggested that it is possible, though per-
haps cumbersome in terms of presentation, to formulate the accounts in both way. 
Moreover, I have indicated that there is a large and complex debate between object-
ivists and prospectivists and argued that it would be a mistake for theorists of collec-
tive duties to commit themselves to either position.  
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Collective Blameworthiness and 
the Group’s Perspective3 

A violation of a collective moral obligation can take place without each member 
violating an individual obligation. That may seem problematic. A violation of a 
moral obligation typically justifies moral blame. If we blame a group, individual 
members will register the blame. According to an influential view from John Stuart 
Mill and others, the primary function of moral blame is to evoke feelings of guilt, 
and guilt feelings, as Mill says, are unpleasant and can be considered as a basic 
form of punishment. Also, feeling guilty involves acknowledging fault. Then, in 
line with the Millean view, the individual member may be punished for a 
violation she did not commit, and be required to take on responsibility for a fault 
that was not hers, which appears unfair as well as incoherent. Given the Millean 
view of moral blame, it seems then that we should give up the idea that groups can 
have irreducibly collective obligations. We confront this objection by explaining 
how genuine feelings of guilt which are unpleasant and involve acknowledging 
fault can be the appropriate response to moral blame towards one’s group, even for 
an individually innocent group member. We thereby reconcile the Millean view of 
moral blame with the possibility of irreducibly collective moral obligations. Our 
explanation is based on the idea that an individual can identify with her group in 
a strong sense, and harbour guilt feelings from different perspectives. 
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1. Introduction 
We often target several individuals considered collectively, as a group, with blame for 
outcomes they fail to prevent as well as for collective wrongdoing. The group might 
consist of a few individuals, as when we blame a group of co-workers for the bullying 
of a colleague. Or the group might consist of a large mass of people, as when we blame 
a state’s citizens for electing an authoritarian leader or when we blame the world’s 
affluent people for failing to slow down global warming. We have previously argued 
that at least in the former sort of small-scale case, several agents can have an irredu-
cible collective moral obligation (Blomberg & Petersson 2023). 

In this paper, we discuss what happens when such a group fails to act in accord-
ance with their obligation: what sort of blaming responses may aptly be directed to 
individual members of such a group? We are particularly interested in cases where 
one or more members may not individually be at fault even though the group is 
blameworthy for violating an obligation. 

Drawing inspiration from work in social psychology on group identification and 
building on our account of collective moral obligation, we argue that it can be moral-
ly fitting for group members, including those not individually at fault, to feel guilt 
from the group’s perspective, in light of the group’s failure to act in accordance with 
its obligation. Moreover, one function of directing moral blame towards a collective 
may be to evoke such we-feelings of guilt in the individual members. Our view that 
it can be fitting for members to feel guilt from the group’s perspective gives substance 
to the idea that an unstructured group, what Virginia Held (1970) calls “a random 
collection of individuals”, can be collectively blameworthy in a way not reducible to 
some aggregation of the individual blameworthiness of members. It is not uncom-
mon to assume that a socially organized group may be a proper target of moral blame, 
on the condition that it has an established collective decision procedure or fulfils 
some other substantial criterion meant to capture what is necessary for a group to 
possess moral agency in its own right. Companies and other organizations are para-
digmatic examples. Like Held, we instead focus the conditions under which a group 
lacking such organizational features can be blameworthy in a non-distributive sense.  

We compare and contrast our view to accounts claiming that assignments of col-
lective guilt have no implications at all for individual members’ guilt (Cooper 2001; 
Gilbert 2002), to views according to which collective guilt is fitting because guilt does 
not imply fault (Morris 1988; Sepinwall 2011; Velichkov 2023), and to views accor-
ding to which some other moral emotion than guilt is fitting in those members not 
individually at fault (Oshana 2006; Telech 2022)4. While we have considerable 

 
4 Gunnar Björnsson seems to hold a view of the last kind as well: A group can be retrospectively morally 
responsible for a bad outcome without each group member having a substandard quality of will (2014: 113-114, 
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sympathy for views of the last kind, we here seek an account of collective blame-
worthiness that provides a direct response to the common individualistic objection 
that a practice that takes collective responsibility seriously will necessarily be unfair 
and/or incoherent. 

2. Collective moral obligation 
When agents only together can bring about an outcome that is morally good or best, 
and they know that they can do this without significant risk to themselves, they will 
at least sometimes be morally required to bring about the outcome (Blomberg & 
Petersson 2023; McKinsey 1981; Copp 1991; Wringe 2010; Cripps 2013; Björnsson 
2014; Pinkert 2014; Aas 2015; Schwenkenbecher 2021). In such cases, it will be to 
them—collectively rather than distributively—that a moral demand to bring about 
the outcome should be directed. 

On our account, several moral agents have such a moral obligation together only 
if they each have (i) a context-specific capacity to view their situation from the group’s 
perspective—to “group identify”—and (ii) at least a general capacity to deliberate 
about what they ought to do together (Blomberg & Petersson 2023; see also Schwen-
kenbecher 2021). If they also have the joint ability to realize a morally required out-
come, then they together have the collective obligation to bring it about.5 An agent 
who identifies with her group in our sense does not merely see herself as a member 
of the group and does not merely care about the group.6 A group-identifying member 
also views the choice situation from the group’s perspective. If she also ends up 
deliberating about what they should do—engaging in so-called “team reasoning” (e.g. 
Bacharach 2006; Colman & Gold 2018)—then she evaluates different courses of 
action open to the group and infers that she, as a group member, ought to do her part 
of the optimal action profile available to the group. If an agent lacks capacities for 
group identification and team reasoning, then she will not be able to grasp the norm-
ative reasons that make the collective action morally required. Compare: a singular 
individual would not have a moral obligation to raise and take care of a child unless 
she had capacities to identify as a persisting person over time and for planning and 
coordinating her activities over time. Without these capacities, she would not be able  
 

 
fn. 10), and it would not be fitting for those with a satisfactory quality of will to feel guilt (2021: 3556). Instead, for 
them, “sadness, pain, horror, disappointment, contempt, or shame” may be fitting (ibid.). 
5 For details, see (Blomberg & Petersson 2023). For critical discussion of our account, see (Ludwig 2023). 
6 The notion of group identification is central in social identity theory (Hogg et al. 2017). Some empirical findings 
suggest that group identification prompts cooperation and team reasoning in social dilemmas and coordination 
games, although the data is hardly conclusive or decisive (see Thom et al. 2022). 
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to grasp the normative reasons that make the cross-temporal activity of raising and 
taking care of the child morally required for her.  

We distinguish between an individual obligation, understood in terms of what I 
ought to do given my expectations about the actual behaviour of people around me, 
and what we might call a participatory obligation, which is what I ought to do as part 
of what we ought to do.7 Wilfrid Sellars notes that even when my individual action is 
what figures in the content of my intention, the intention can be held either from my 
group’s perspective or from my individual perspective. “[We] can say that Jones 
intends to do A sub specie ‘one of us,’ and flag our representation of his intention with 
a subscript ‘we,’ thus, Jones intends ‘Shallwe [I do A]’” (Sellars 1980: 99). To paraphrase 
Sellars, we can say that I have a participatory obligation to do A when I ought sub 
specie “one of us” to do A. 

An individual agent’s participatory obligation and her individual obligation may 
be in irresolvable practical conflict. Consider a moral multi-player social dilemma 
such as the following: 

Community School: In our small local community, I can either pay a school tax or 
keep my money to pay for some private teaching for my children. Each parent in 
our community has this choice. My children would get excellent education if they 
could go to our public school and get extra private teaching on top of that, good 
education if they merely go to our community school, considerably less good 
education if they merely get the private teaching that I can afford, and no 
education at all if I can’t pay for private teaching and there is no public school. A 
sufficient number of school tax payers are required to sustain the school. The 
number of school tax payers in our community is far below that threshold. 
Therefore, I would merely make the situation worse for my children by paying 
school taxes, and paying them would not make the situation better for anyone 
else. The same is true of each parent in our community. 

Arguably, I would not violate any individual obligation to my children or to anyone 
else by not paying the school tax. My children would be worse off if I made myself 
unable to pay for private teaching. But we parents together give our children a con-
siderably less good education than we could have given them. Given that we each 
have a context-specific capacity to view our situation from the perspective of the com-
munity of parents, as well as at least a general capacity to deliberate about what we 
ought to do together, then we would arguably together violate a collective obligation 

 
7 This distinction between an agent’s individual obligation and his or her participatory obligation is not explicitly 
drawn in (Blomberg & Petersson 2023). 
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to sustain the public school. In this kind of community, conditions for group identi-
fication may be more or less favourable. The plausibility of holding the group 
collectively to account for violating an obligation will vary with those conditions. 

We do not think that this type of dilemma is uncommon in real life, nor that the 
feeling of being torn between the duties they typically incur is irrational. In such cases, 
there is an irreconcilable conflict between an individual obligation—what the indi-
vidual agent ought, from the individual perspective, to do, and a participatory obliga-
tion—what the individual agent ought, from the perspective of the group with which 
the agent identifies, to do. (One might think that each parent would violate an indi-
vidual obligation to engage and convince the others to together pay enough school 
taxes to sustain the school by e.g. handing out pamphlets, talking to friends and neigh-
bours etc. It is possible that each knows that this would be fruitless though, in which 
case no one would have such a complex individual obligation. And even if each has 
such a complex individual obligation, these individual obligations can co-exist with 
the collective moral obligation of the group and the ensuing participatory obliga-
tions.) 

On our account, a collective moral obligation is not reducible to individual moral 
obligations. Individual agents can together, as group members, violate their collective 
obligation without all or any of them violating any individual obligations. Never-
theless, a collective obligation does not require that the group in question has a formal 
organization or that it is a unified group agent in some substantial sense. What is 
required is rather that the group members in the specific decision context can identify 
with the group and can frame their options from a joint plural perspective.  

3. Blame and the individualist’s objection 
In cases where the subject of an obligation violates it and lacks excuse, it is appropriate 
for the victims of the violation, or for members of the moral community at large, to 
direct blame towards the perpetrator. According to some, the core function of blame 
is to protest wrongdoing (e.g. Hieronymi 2001; Talbert 2012). According to others, it 
is to signal one’s endorsement of the moral norm that has been violated (Shoemaker 
& Vargas 2021). Yet others take the core function of blame to be that of getting the 
target to blame themselves and to evoke feelings of guilt in the target (e.g. Mill 1863: 
33; Brandt 1958: 16–17; Gibbard 1990: 150). In this paper, we do not take a position 
on what the defining core function of blame is, nor do we take a position on whether 
it at all has such a core function. Instead, we assume for the sake of argument at least 
that in many cases where we express and communicate blame, we do that with the 
aim of evoking guilt feelings in the target. We make this assumption because it forms  
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the basis of a common objection to the very idea of collective blameworthiness that 
we want to respond head on to.  

A group member can be ‘individually innocent’ to her group’s wrongdoing in the 
standard sense that she did not intentionally make a marginal contribution to it. 
Given that the individual group members are the ones who will hear and register the 
moral complaints against the group that has violated the collective obligation, 
evoking guilt feelings in the group may seem unfair at least to those members who 
have not violated any individual obligations. If the individually innocent member 
acknowledges the moral blame directed towards his group, he will be punished “by 
the reproaches of his own conscience” (Mill 1987 [1863]: 65). Hence, to continue 
using John Stuart Mill’s language, the member will be punished for a violation he has 
not committed.  

Moreover, as Galen Strawson (1994: 9) points out, it is doubtful whether it is con-
ceptually possible to feel guilt for something without believing that one is morally 
responsible for it. So, if some members of a group have no reason to believe that they 
are guilty of any individual wrongdoing, directing blame towards the group may not 
only seem unfair, but nonsensical since it aims at evoking incoherent attitudes in its 
recipients (cf. Wallace 1994: 135).  

A group can fail to fulfil a collective moral obligation even if some or all of its 
members have fulfilled their individual obligations, or so we and others have claimed. 
In light of the two potential problems with collective blame – unfairness and inco-
herence – what would be the appropriate moral attitude towards such a group? And 
how ought an individually faultless group member respond to blame directed at her 
group? 

Some, like Margaret Gilbert, have argued that assignments of collective guilt have 
no implications for individual members’ guilt (Gilbert 2002; Cooper 2001). But given 
Mill’s and others’ observation that an important function of moral blame is to evoke 
feelings of guilt, and that groups as such arguably are incapable of harbouring such 
feelings, it is difficult to see the point of blaming a group as such without implying 
anything about its members. Moreover, even if there was some plausible sense in 
which groups as such were capable of feeling guilt, as Gilbert claims, it is difficult to 
see how moral blame towards the group could avoid affecting group members in 
addition to that, and make them react with the unpleasant feelings that blame nor-
mally creates. This needs to be justified. 

Others have claimed that appropriate guilt reactions do not imply fault (e.g. 
Morris 1988; Sepinwall 2011; Velichkov 2023: 59–80). One may e. g. feel guilty for 
merely having certain bad thoughts or being a survivor of some catastrophe (“survivor 
guilt”) (Morris 1988). This move makes it easy to accommodate that group members 
who are not themselves at fault may nevertheless appropriately feel guilty for what 
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others in their group have done. Admittedly, these kinds of painful reactions – feeling 
guilty for bad thoughts, feeling survivor guilt, and feeling guilty, e.g., for what a 
family member has done – seem psychologically natural, understandable, and they 
are probably not unusual. However, one may question whether such guilt feelings are 
really appropriate unless there is some reason to think that the thoughts, the survival, 
or the family member’s behaviour, is connected to a moral shortcoming of the agent, 
like being disposed to act on the bad thoughts, failing to help others in need to save 
oneself, or failing to intervene to set one’s family member straight. In cases where we 
exclude the possibility of such connections, we typically try to talk people out of 
having such painful feelings, or recommend that they get professional help to get rid 
of them, and intuitively this seems to be the right thing to do. 

Thirdly, in the context of collective blameworthiness some have rejected the view 
that guilt feelings must be the appropriate responses to moral blame directed at the 
group (e.g. Oshana 2006; Björnsson 2021; Telech 2022; Knudsen 2023). Blame, on 
this view, can call for a variety of reactive attitudes. Members who are not at fault may 
appropriately feel, say, shame, a kind of agent-regret, or disappointment. This seems 
plausible and there is no reason to deny that blame may have multiple functions.  

However, our aim here is to explain how moral blame towards a group can make 
sense even on the Millean assumption that blame aims at guilt feelings and thereby 
constitutes a basic form of punishment.8 That assumption is the basis for aversiveness 
to the idea of collective blame and responsibility, and it is what gives rise to worries 
about unfairness. Moreover, we should at least admit with Allan Gibbard and others 
that blame and guilt as characterised by Mill occupy a central “region in our moral 
thought” (Gibbard 1990: 52). Then it seems important to examine to what extent that 
strong conception of moral blame is applicable in the collective context. Finally, the 
move to less paradigmatic conceptions of blame appears ad hoc when we analyse what 
people do when they blame groups, insofar as the move is motivated solely by a 
concern that collective guilt and punishment seems unpalatable to many. Therefore, 
our ambition is to provide an account of moral blame towards collectives that retains 
the Millean assumptions about the functions of moral blame and guilt feelings. Such 
an account should explain, rather than reject, the connection between (collective) 
guilt and (collective) fault, as well as the connection between acknowledging collec-
tive wrongdoing and feeling guilt as a member. 

 

 
8 For attempts to make sense of moral blame directed at collectives without the Millean assumption, see (Garcia 
2022; Smith 2009). 
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4. Collective guilt 
When a collective obligation is violated, several agents are jointly blameworthy.9 How 
does our account then deal with the problems associated with collective blame 
mentioned earlier (unfairness and incoherence)? While the solution we give here fits 
our account of collective obligation especially well, it can in principle be combined 
with other accounts of collective obligation. 

On our account, moral obligations are always relative to an agential (“I”/“we”) 
perspective. Similarly, blameworthiness is always relative to such an agential perspec-
tive. The behaviour of several agents can be framed as a violation of a collective obliga-
tion, or it can be viewed as the combined result of several agents each reasoning and 
acting relative to what they each, considered as individuals, ought to have done. When 
we blame the group as a collective, we address its members in a way that is different 
from what we do when we blame them as individuals. We address them as parts of 
the group to which we ascribe the violation of the collective obligation. This holds 
true also when the one blaming is herself a member of the group, engaging in plural 
self-blame: If she identifies with her group, she may feel guilty from its perspective - 
she may have “we-feelings” of guilt (Petersson 2020). The motivational role of the 
feeling evoked by registering blame towards one’s collective may differ from the role 
of the feeling which is a response to being blamed as an individual.10  

We typically direct blame towards groups as such when we want to stress the 
collective character of the action or omission for which the group is blamed. Our 
suggestion is not just that a member can feel guilt for her group or what it has done, 
in analogy with how one may feel embarrassed or ashamed for someone else’s 
behaviour. An individual who merely categorizes herself as a group member but does 
not identify with the group in our strong sense can feel such vicarious guilt for what 

 
9 Rowan Mellor (2024) argues that while there are collective obligations, only an individual is a fitting target of 
resentment. Given Millean assumptions about blame (which Mellor may reject), this would imply that while 
several agents can jointly violate an obligation, individuals would at most be severally blameworthy. An individual 
is blameworthy in the sense of being the fitting target of a victim’s resentment on Mellor’s view only if they act 
“out of a lack of due concern for their legitimate interests.” (61) However, the object of blameworthiness and 
resentment cannot in that case be the violation of the collective obligation, but only the individual’s violation of her 
own obligation not to act out of a lack of due concern or to do her part (or some more complex conditional 
individual obligation; see e.g. (Goodin 2012; Collins 2019: 116–117)). We therefore think that Mellor’s view risks 
undermining the claim that there are collective obligations.  
10 Our account has affinities with Nicolai Knudsen’s (2023) account of appropriate collective blame. Knudsen does 
not single out guilt as the proper response from members to such blame but he mentions that we expect a 
member, M, who is individually innocent “to see and measure himself in light of the failed group effort and, as a 
result, to direct negative reactive attitudes toward himself, e.g., to feel guilty, regretful, or ashamed about the 
group failure.” (164). Furthermore: “If we believe that M’s relation to the failed group effort warrants such self-
directed negative reactive attitudes, we blame M as a group member.” (ibid.) And we can blame M, and M can 
blame himself, both “tout court”—as an individual—and as a group member (150). 
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the group has done. Feeling guilty for what we have done from our perspective involves 
group identification in our strong sense though. There is a motivational difference 
between these ways of feeling guilt in light of the wrongdoing of one’s group.11 As 
we have argued elsewhere, this motivational difference can be brought out by consi-
dering certain problematic social choice situations, as Michael Bacharach’s (2006) 
work on team reasoning indicates. To simplify: Guilt feelings from our perspective 
do not only trigger thoughts about what I ought to have done for us, or what I ought 
to have done given my expectations about what others would do, but primarily 
thoughts about what we ought to have done. 

To summarize, when we assign an irreducibly collective obligation to a group, we 
implicitly assign a capacity for group identification to its members (Blomberg & 
Petersson 2023). Our account of collective moral blame mirrors this claim about 
collective obligations. Such blame appeals to a presumed capacity of group members 
to feel guilt from the group's perspective. In this way, we don’t have to give up any of 
the standardly assumed connections between collective guilt and membership guilt, 
between feeling guilty and acknowledging wrong-doing, or between moral blame and 
genuine guilt feelings.  

We-feelings of guilt are just as genuine as I-feelings of guilt on this view. Genuine 
guilt feelings are painful or at least unpleasant, and this is part of what explains the 
motivational importance of guilt feelings. So, will not the individually innocent 
member who feels guilty from her group’s perspective for what her group has done 
or failed to do be unfairly punished, as Mill says, by the reproaches of her own con-
science, just as much as someone who feels guilty for something she is no part of at 
all? 

But recall, firstly, that on our account blame towards a group is fitting only given 
the assumption that the members of the group had at least a capacity to identify with 
the group in the situation where the group failed. A person’s capacity to identify with 
a group of people may depend on various external factors as well as on social cues 
which in turn may have some moral relevance.12 Moreover, such factors are relevant 

 
11 Empirical research in social psychology and the social sciences on “collective guilt” (Goto & Karasawa 2011; 
Ferguson & Branscombe 2014) or “group-based guilt” (Hakim et al. 2021) does not always distinguish between 
vicarious guilt for what a group that one is associated with has done, and feeling guilt for what a group has done 
from the group’s point of view—that is, from the retrospective deliberative point of view that concerns what the 
group ought to have done. But some of this empirical research may be measuring the phenomenon we are 
interested in: we-feelings of guilt. 
12 It would reach too far to attempt to provide a proper account of the concept of ‘capacity’ here. We want to stress 
two things though. First, we are not only referring to the general capacity to identify with a group, presumably 
shared by all normally functioning adult human beings, but to an ability to identify with a group when in a relatively 
specific concrete choice context (a useful discussion about how to think about more or less specific 
abilities/capacities and how they relate to relevant contexts can be found in (Jaster 2020, especially section 4.5)). 
The question of whether someone has the capacity to group identify in a certain situation plausibly depends on 
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to how the blameworthy group should be delimited and separated from innocent 
bystanders to begin with. 

Consider the following situation:  

Workplace: Agnetha, Björn and Benny are good friends and work closely together 
in a research team. Frida is employed within the same team and performs her work 
well but rarely talks to the others or takes part in their social activities. There is a 
growing shared sense between Agnetha, Björn and Benny that Frida is different 
from them, and a bit odd. Björn and Benny even start to make fun of Frida at 
times, while Agnetha is careful to treat Frida respectfully at all times. At some 
point, Frida cannot avoid being affected by the situation. This makes Frida sad and 
eventually severely depressed. When Agnetha, Björn and Benny realise how the 
situation has affected Frida, they all feel guilty about it. 

Suppose Agnetha did what she had good reasons to think would be least hurtful to 
Frida throughout this whole process. Is it rational of her to feel guilty? Would it be 
correct to blame Agnetha for Frida’s getting depressed? This is a case where it seems 
likely that Agnetha identifies with the group of three and that there is “a sense of us” 
– that is an element in the group’s sense of there being something odd about Frida. 
Moreover, Björn’s and Benny’s making fun of Frida is partly a manifestation of an 
attitude towards Frida that Agnetha shares with Björn and Benny, an attitude that 
none of them might have acquired as individuals without the dynamics within this 
specific group. 

In line with our previous account, we find it natural for Agnetha to feel guilty as 
a group member, to feel that we have wronged Frida – i.e. to feel guilt from her 
group’s perspective. Moreover, it would seem at least permissible to criticise Agnetha 
morally if she did not in any way react like this when she realised how Frida had been 
affected. This is acceptable, we think, because in this case it is obvious that all condi-
tions for group identification are fulfilled, and also because the very formation of the 
group, with the diverging attitudes towards outgroup members which are typical for 
strong group identification, is morally relevant. At the same time, it is clear that 
Agnetha’s individual fault – understood as her individual intentional marginal contri-
bution to Frida’s predicament – is much less grave than Björn’s or Benny’s, perhaps 
even negligible. 

A natural objection to this might be to say that it may be proper of Agnetha to feel 
guilty for not having done enough on her own to stop the bullying, but that she 

 
interpersonal factors ranging from verbal communication to more subtle social signs, as well as on the nature of 
the decision problem and on various other circumstances, some of which may be wholly external to the group. 
Second, the question of whether the conditions in a specific case are such that individuals are capable of group 
identification is empirical, and a matter of degree rather than all-or-nothing.  
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should not feel guilty at all if she did everything she could. We think that the dicho-
tomy presupposed in this kind of response fails to recognise our capacity to frame 
situations from different perspectives. Agnetha may know that she did everything she 
could for Frida, given how her fellow group members acted, and she might even be 
justified in thinking that she cannot be blamed on account of her individual 
contribution to what happened. Still, it may not be improper of Agnetha to apologise 
to Frida on behalf of the group, and, in light of what happened, to think of future 
interactions in terms of how we should behave to make up for what we did, as opposed 
to thinking merely of how I should behave given the behaviour of others. This may 
also result in different attitudes and behaviour toward Björn and Benny. Instead of 
viewing their bad behaviour from the point of view of a bystander, and feeling 
indignation toward them as a third party, she will see them as co-participants who 
must be brought to behave in line with how they together ought to behave: she may 
try to get them to feel guilty from their group’s point of view too, and urge them to 
apologise on the group’s behalf as well. In other words, by framing the past situation 
from her group’s perspective and feeling guilty from the group’s point of view, she 
will be motivated in a way distinct from how she would be if she just considered her 
individual contributions. 

Here is another case where it might be clearer that an individual who can fittingly 
feel we-guilt has done everything he could reasonably be expected to do to avoid 
becoming individually blameworthy: 

Hooligans: Patrick is a devout supporter of Brumlington Football Club. He and 
other Brumlington F.C. fans are travelling in the same train to Harchester to see 
their team play Harchester United. During the train journey, the increasingly 
exuberant and heedless group of supporters start to vandalise the interior of 
Patrick’s train car. Patrick tells some of them to stop it, and even tries to physically 
restrain one of them, but to no avail. The other supporters either ignore him or 
hold him back. They end up completely demolishing the car’s interior before the 
train arrives at Harchester station. While Patrick is convinced that he individually 
did all that could reasonably be expected of him in the train car, he nevertheless 
feels guilty for what he and the other supporters did to the train car’s interior.13 

 
13 Various people have suggested to us that in this kind of case, where it is obvious that the other group members 
won’t do their parts, each individual (including someone like Patrick) must lack the appropriately context-specific 
capacities to group identify and team reason about what they ought to do (for another case of this kind, see 
Blomberg and Petersson 2023: 23-24). It would follow that the group could not have and violate a collective 
obligation in this sort of case. After all, the relevant team-reasoning capacity must be a capacity for valid practical 
reasoning, and one might think that the known non-compliance of others would make team reasoning invalid 
(thanks to Niels de Haan for pressing this objection). But we do not find this obvious. A person’s capacity to 
identify with a group in a specific situation depends on various cues (from things like shared history and common 
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Despite his individual innocence, given his social identity as a Brumlington F.C. fan, 
Patrick might nevertheless identify as a member of the same group as the other fans 
in the train car who together vandalise the train car. It might therefore be fitting for 
him to feel guilt from the perspective of the group consisting of himself and the other 
supporters in the train car, even if he is not individually morally responsible or blame-
worthy for contributing in any way to the vandalism. In moments when he feels 
estranged from other Brumlington F.C. fans, he might fittingly feel no guilt at all for 
what the others did in the train car, especially in light of his courageous attempt to 
stop the hooligans in the train car. 

Like Bacharach (2006), we find it very reasonable to think that we sometimes 
vacillate between framing situations from our group’s perspective and framing them 
from our individual perspective. In Workplace, there would be no inconsistency in 
Agnetha vacillating between on the one hand feeling guilty from the group’s 
perspective and on the other hand taking comfort in knowing that her individual 
marginal contribution to the harm done was negligible, and feeling innocent from 
that perspective. We don’t think that this kind of predicament is very unusual, nor 
that it is morally problematic. There is nothing unfair about Agnetha feeling bad 
about what we have done to Frida, and Agnetha’s we-feelings of guilt are fully consis-
tent with her feeling innocent in terms of her individual behaviour.  Similarly, if 
Patrick in Hooligans group-identifies with the other Brumlington F.C. fans in the train 
car, then there is nothing unfair about him having we-feelings of guilt for what we—
I and the other Brumlington F.C. fans—have done to the train car. 

If we, as outsiders, view these individually innocent agents as parts of the group 
that has violated the collective obligation—the group of colleagues or the hooligans 
in the train car—then we will expect them to feel guilty from their group’s point of 
view, to apologise or to try their best to get their fellow group members to acknow-
ledge the collective fault and also have we-feelings of guilt. As Knudsen points out, an 
individually innocent group member who “was unaffected by the group’s failure… 
and merely shrugged it off saying that he did everything he could” could rightly be 
viewed with “suspicion and resentment” (Knudsen 2023: 164). Of course, when an 
individual like Agnetha or Patrick reacts against her/his group’s collective wrong-
doing, this will sometimes make us regard that individual as an innocent member 
with respect to the group’s particular wrongdoing—that it, not regard him or her as 

 
interests to more subtle inputs like body language, proximity and physical environment), not only on whether the 
others are likely to do their parts in what the person identifies as the best collective alternative. And we see no 
reason to think that a team member’s capacity to validly team reason—i.e. to reason in a valid way about what is 
the best option available to the team together and what his own part of it is—must be obstructed by knowledge 
that the behaviour of the other members will result in a collective failure to realise the best option. From the point 
of view of the team-reasoning member, the mistake would be in the collective action rather than in his or her 
reasoning. 
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part the group to which we ascribe the collective failure. The individual may come to 
regard herself as such an innocent member too, for the same reason. She may then 
still categorise herself as a member and care about the group’s moral worth. She may 
feel disappointment, regret or shame for the group’s collective wrongdoing, and 
perhaps even feel vicarious guilt for it. However, she will not have a we-feeling of guilt 
for it unless she identifies with the group in our strong sense.  

In cases where a group member reacts against her group’s collective wrongdoing, 
her capacity for continuing to identify with the group may erode. Since group identi-
fication may be prompted by a variety of different factors apart from the members’ 
attitudes to a specific decision, this consequence does not follow by default though. 
Hence, she may retain the context-specific capacity to group identify and therefore be 
a potential addressee of fitting collective blame (from herself or others) that targets 
her qua member with potential for group identification, even if she is in fact seen (by 
herself or others) as an innocent member who does not identify with her group in 
our strong sense. 

5. Conclusion 
The general point we have made previously is that when we direct a moral demand 
to a group as such by assigning an obligation to it we appeal to a capacity of each to 
regard their situation from a group perspective and to deliberate about what they 
ought to do—to team reason (Blomberg & Petersson 2023). Each having such a 
capacity is a necessary condition for the agents to have a collective moral obligation 
to begin with. We now suggest that we can make sense of blame directed at a group 
for failing to fulfil its obligation as involving an appeal to this same capacity. Moral 
blame directed towards a group when it has failed to fulfil an obligation can appeal 
to the members’ capacities to view their failure from the collective perspective and 
have we-feelings of guilt. This account of collective blame, we have argued, can make 
sense of the possibility of fitting collective blame even given the Millean assumption 
that blame aims at guilt feelings and thereby constitutes a basic form of punishment. 

We have argued that the relevant capacity for group identification is tied to the 
relatively specific context of choice in which the group violated its obligation, and 
that the external conditions that the individual agents were in must have been 
relatively favourable for group identification. Favourable external conditions could 
have been that the group were confined to a limited common space, that there were 
no obstacles to communication or signalling preparedness to coordinate, and so on.  

What about large-scale collectives, like those of the world’s population who 
contribute to global warming? The question of whether it makes sense to blame such 
a group morally, or regard it as proper for members of such a group to feel guilty from 
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their group’s perspective, will depend on empirical matters concerning the actual 
conditions for group identification in which the group failed to live up to presumed 
collective obligation. If those conditions made it unlikely for a member of such a 
group to ever be able to identify with the group, then our view implies that it makes 
little sense to demand collective guilt feelings, i.e. individual we-feelings of guilt. In 
that case, such large-scale problems may be more effectively handled in terms of 
political responsibility than in terms of moral guilt.  

More favourable external conditions for group identification makes moral blame 
for violation of an obligation to act collectively more apt. In considering thought 
experiments as well as real life cases, it seems to us that the strength of our intuitions 
about several agents’ collective blameworthiness vary with the presence or absence of 
features favouring group identification, in a way predicted by our theory.14 
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In a prisoner’s dilemma, if everyone follows the strategy of self-interest, then 
everyone is certain to be worse off from the perspective of self-interest than if 
everyone had not followed self-interest instead. This shows that self-interest is 
sometimes directly collectively self-defeating, because it shows that sometimes 
everyone has all the relevant information, correctly follows self-interest, but thereby 
ends up worse off from the perspective of self-interest than they would have been if 
they had all followed some other antecedently identifiable strategy instead. In 
Reasons and Persons and On What Matters, Derek Parfit argues that it is a 
constraint on any plausible moral theory that morality must never be directly 
collectively self-defeating, and he claims that the most plausible versions of 
consequentialism, contractualism, and Kantian ethics all imply that morality is 
never directly collectively self-defeating. Some theorists not only agree with Parfit 
that morality can never be directly collectively self-defeating, but also believe that 
rationality and other forms of normativity can never have that property either. I 
argue against these theorists, with examples that show that morality and all other 
interesting forms of normativity are sometimes directly collectively self-defeating. 
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In a prisoner’s dilemma, if everyone follows the strategy of self-interest, then everyone 
is certain to be worse off from the perspective of self-interest than if everyone had not 
followed self-interest instead. This shows that self-interest is sometimes directly 
collectively self-defeating, because it shows that sometimes everyone has all the relevant 
information, correctly follows self-interest, but thereby ends up worse off from the 
perspective of self-interest than they would have been if they had all followed some 
other antecedently identifiable strategy instead. 

In Reasons and Persons and On What Matters, Derek Parfit argues that it is a con-
straint on any plausible moral theory that morality must never be directly collectively 
self-defeating, and he claims that the most plausible versions of consequentialism, 
contractualism, and Kantian ethics all imply that morality is never directly collectively 
self-defeating: 

…moral principles or theories are intended to answer questions about what all of 
us ought to do. So such principles or theories clearly fail, and condemn them-
selves, when they are directly self-defeating at the collective level. (2011, 306, italics 
in the original) 

[The assumption that morality is never directly collectively self-defeating] is either 
made or implied by most of the many different theories [of morality]. (1984, 113) 

Some theorists not only agree with Parfit that morality can never be directly collect-
ively self-defeating, but also believe that rationality and other forms of normativity 
can never have that property either. For example, the Kantian idea that our acts or 
principles must be willable as universal law might be taken as a way of suggesting that 
both morality and rationality can never be directly collectively self-defeating. And 
even theorists who grant that there is a narrow form of rationality that is sometimes 
directly collectively self-defeating often insist that there is a broader and more im-
portant form of rationality, sometimes called ‘enlightened self-interest’, that never has 
that property. 

These theorists are all mistaken, because morality and all other interesting forms 
of normativity are sometimes directly collectively self-defeating. To see why, consider 
cases like the following: 

Stampede Case 
We find ourselves in an enormous stampede. Unless everyone immediately stops 
stampeding, it is clear that some of us will be moderately harmed. However, it is 
also clear that everyone will not immediately stop stampeding, and so anyone who 
does stop stampeding will be severely harmed in a way that does no good for any-
one else. 
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In this case, from every interesting normative perspective – self-interest, enlightened 
self-interest, morality, benevolence, and so on – each person is required to continue 
stampeding, despite the fact that it is clear that the outcome would be better in every 
normatively interesting sense if everyone did not continue stampeding instead. This 
shows that morality and all other forms of normativity are sometimes directly 
collectively self-defeating, because it shows that there are cases in which everyone can 
be sure that if each person does what is required, the result will be worse from the 
perspective of each than if each had not done what is required instead. 

Here is another example: 

Units of Good Case 
1,000 people are put into isolation booths. It is common knowledge that each 
must choose between Options A and B, with the following outcomes: If everyone 
chooses A, then each receives 99 additional units of good; if everyone chooses B, 
then each receives 100 additional units of good; otherwise, each person who 
chooses A receives 10 additional units of good and each person who chooses B 
loses a catastrophic 100,000 units of good. 

In this case, from every interesting normative perspective, each person is required to 
choose A, despite the fact that it is clear that the outcome would be better from each 
person’s perspective if everyone did not choose A instead. Once again, this shows that 
morality and all other forms of normativity are sometimes directly collectively self-
defeating, because everyone can be sure that if each does what is required, the result 
will be worse than if each had not done what is required instead. Importantly, these 
conclusions follow even in cases such as these that do not involve any uncertainty or 
normative failure, in which it is common knowledge that: everyone will satisfy their 
normative requirements, everyone knows the relevant facts, and everyone knows 
which course of action would lead to the best outcome.3 This ensures that these cases 
are genuine counterexamples to the thesis that morality is never directly collectively 
self-defeating in the sense intended by Parfit and others. 

Why are morality and other forms of normativity directly collectively self-defeat-
ing in these cases? The answer is that a particular form of risk aversion is sometimes 
required: in particular, sometimes even when it is common knowledge that everyone 
will satisfy their requirements and that everyone is fully informed, it is also clear that 

 
3 On the natural and intended understanding of these cases, there is a sense in which everyone has the same 
options, one of which is such that each individual knows enough about what the others will do to know of that 
option that the outcome will be objectively best if s/he choose that option, and thus there is a particular option 
such that each knows that s/he will successfully follow morality only if s/he chooses that option. In this way, these 
cases are not unsettled coordination problems in which it is unknown which course of action would lead to the 
best outcome. (Compare the unsettled coordination problems discussed by Parfit, 1984, 53–4.) 
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the option that would lead to the best outcome if universally chosen is associated in 
a way that is salient to everyone with great risks without compensating rewards, and 
in some such cases each person can, by this very reasoning, know that others will 
coordinate on a ‘risk-averse’ option instead, thereby ensuring that each person is 
required to choose that ‘risk-averse’ option themselves, even if it is clear that everyone 
choosing that risk-averse option guarantees a worse outcome from the perspective of 
each than if everyone did not choose that option instead.4 In the words of David Lewis 
in another context, in these cases individuals can be seen as reaching “a coordination 
equilibrium that is somehow salient: one that stands out from the rest by its unique-
ness is some conspicuous respect. It does not have to be uniquely good; indeed, it could 
be uniquely bad. It merely has to be unique in some way the subjects will notice, 
expect each other to notice, and so on” (1969, 35, italics in the original). 

In addition to showing that all forms of normativity are sometimes directly 
collectively self-defeating, the preceding considerations also show that an important 
research program on morality and game theory is misguided, because the essential 
and guiding assumption of that research program is that morality always guarantees 
optimal cooperation when it is common knowledge that: everyone has full informa-
tion about the symmetrical choices facing everyone, will act freely, will satisfy their 
normative requirements including moral requirements, and knows of a unique op-
tion that the outcome would be best if that option were chosen by everyone.5 

Having argued that morality and all other forms of normativity are sometimes 
directly collectively self-defeating (DCSD), it is useful to consider further implications 
for moral theory. 

First, consider the Kantian idea that an act is permissible only if the maxim behind 
that act is willable as universal law. What does this mean? Suppose one does not know 
exactly what this means. Nonetheless, one can know on the basis of the arguments 
above that if this implied that morality is never DCSD, then it would be false. More 
generally, consider versions of ‘Kantian ethics’, ‘rule utilitarianism’, ‘utilitarian gene-
ralization’, ‘cooperative utilitarianism’, or any other view on which a notion of ‘uni-
versalizability’ seems to play a guiding role. Because we can show that morality is 
sometimes DCSD, we can show that such views would be false if they implied that 
morality is never DCSD. As a result, we should not interpret such views as having that 
implication – contrary to Parfit’s claims – if we want to develop the most plausible 
versions of these views. 

Recognizing that morality is sometimes directly collectively self-defeating might  
 

 
4 Note that this ‘risk aversion’ in this sense does not imply departure from standard decision theory. 
5 For an brief description of this research program, see Parfit, 1986, pg. 867; for more detail, see Regan, 1980, 
especially pp. ix –xi, and pp. 4–5, and Gibbard, 1971, especially pp. 6–9. 
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also lead us to reexamine beliefs about what individuals are required to do in real-
world collective action problems. For example, consider the following: 

Pollution Case 
Each of us will do better by not reducing emissions than by reducing emissions; 
however, at the same time, each of us will do substantially worse if no one reduces 
emissions than we would if everyone reduced emissions. 

Many would say that each of us is required to reduce emissions in this case because 
the alternative is directly collectively self-defeating. However, that is a bad argument, 
because morality and all other forms of normativity are sometimes DCSD. So, if 
individuals are required to reduce emissions in such a case, it must be for some other 
reason, such as the impermissibility of the harm that is done by those emissions.  

In response to all of this, it might be claimed that although morality is sometimes 
mildly DCSD as in the Stampede Case and the Units of Good Case above, it can never 
be dramatically DCSD. 

At first glance, this response might seem promising. However, it does not succeed, 
because morality and all other forms of normativity are sometimes dramatically 
directly collectively self-defeating. To see why, consider cases like the following: 

Dramatic Stampede Case 
We find ourselves in an enormous stampede. Unless everyone stops stampeding, 
it is clear that an increasing number of people will be seriously harmed and killed. 
However, it is also clear that everyone will not stop stampeding, and so anyone 
who does stop stampeding will be severely harmed or killed in a way that does no 
good for anyone else and simply adds to the ultimate aggregate harm caused by 
the stampede. 

This case is representative of real-life stampedes. In such cases, individuals are not 
required to stop stampeding, even if continuing is dramatically directly collectively 
self-defeating. 

Here is an infinitely dramatic example: 

One Million Dollars Case 
Everyone on the planet is isolated and instructed to choose a number, and a neon 
sign reading ‘One Million’ is lowered in front of each person. If everyone chooses 
the same number, then the standard of living of each person in the world will be 
increased by an amount equivalent to one one-millionth of that number of dollars; 
otherwise, if everyone fails to choose the same number, each person’s standard of 
living will be dramatically reduced. All of this is common knowledge. 
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What number should each choose in this case? Each should choose one million, 
because it is common knowledge that one million is uniquely salient to everyone, 
which makes it common knowledge that one million is the only number that has any 
chance of being chosen by everyone, which makes it the case that each should choose 
that number, given the dramatic costs of a failure to coordinate. However, if everyone 
chooses one million, the standard of living of each person in the world will remain 
the same rather than rising by, say, $1 billion each, which it is clear that everyone 
could bring about by simply by choosing the number one quadrillion instead of one 
million (and so on for any amount whatsoever). As this shows, morality and all other 
forms of normativity are sometimes catastrophically directly collectively suboptimal, 
because they sometimes direct everyone to choose an option that is certain to lead to 
a catastrophically worse outcome than an antecedently identifiable option that they 
could have directed everyone to choose instead. This is truly catastrophic, because 
instead of solving all of the world’s material problems, following morality and other 
forms of normativity in such a case would not do anyone any good at all.6 

Here is another dramatic example: 

End of the World Case 
Aliens come to Earth and force each family on the planet to choose between 
‘cooperating’ and ‘defecting’, which are known to have the following consequen-
ces: If all choose to cooperate, the aliens will leave and everyone’s life will go on 
the same as before – but if even one family chooses to defect, in one year the aliens 
will destroy the Earth and every living thing on the Earth, and in the meantime 
will ensure that each family that chooses to cooperate has a miserable life of 
intense suffering, while each family that chooses to defect has a wonderful and 
flourishing final year on Earth. 

A philosopher might insist that every family would be required to cooperate in this 
case. But upon reflection, it is clear that if a billion families were actually in this situ-
ation, then some of them, by this very reasoning and without making any moral 
mistake, would choose to defect, thereby ensuring the end of the world in one year, 
and ensuring that cooperation would mean a futile sacrifice of one’s own family in a 
way that was impermissible. This illustrates the way in which morality can be cata-
strophically directly collectively self-defeating. 

In response to all of this, a philosopher might insist that it is simply absurd to think 
that morality is sometimes dramatically directly collectively self-defeating. Such a 

 
6 This example is based on a case discussed by Schelling, 1957, who also introduces the relevant notion of 
salience. For ease of exposition, it is assumed here that one dollar would not make a difference to anyone on the 
planet. 
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thought is true in an important sense – it is true in the same sense that we sometimes 
find ourselves in situations that are absurd. But absurdity in that sense does not give 
rise to a reductio – just as finding ourselves in an absurd situation such as the End of 
the World Case would not show that we were not in that situation. 

What does contractualism say about all of this? It is unclear. Contractualism is, 
roughly, the view that an act is required if it is required by principles that we would 
agree upon in some special scenario, or, alternatively, if it is required by principles 
that we could not reasonably reject. One problem for contractualism is that everyone 
would want everyone to cooperate in the End of the World Case, and everyone would 
agree to cooperate if such agreement was possible and binding; but if it were supposed 
to follow from these facts that contractualism implies that individuals are required to 
cooperate in the End of the World Case, then the view would be false, and would be 
false because it ignores every interesting aspect of collective action problems. 

In response, contractualists would quite reasonably insist that their view does not 
mistakenly imply that cooperation is required in the Dramatic Stampede Case and 
the End of the World Case. But if that is correct, then they should also be quick to 
admit that their view does not give us any easy answers about how to think about 
challenging collective action problems such as those discussed above in the way it 
would if such a view were never DCSD. Similar remarks apply to universalization 
theories: either those theories are false because they imply that morality is never 
DCSD, or else they do not provide any immediate guidance about how to think about 
such collective action problems.7 

The upshot is that morality and all other forms of normativity are sometimes 
dramatically directly collectively self-defeating, which means that many influential 
normative theories are either false, or at least don’t have the consequences that their 
adherents take them to have.8 One important consequence is that morality and other 
forms of normativity cannot be relied upon to solve collective action problems even 
in a world of normatively flawless agents. In particular, even if a disaster will ensue if 
everyone acts in a particular way or on a particular principle, that does not settle the 

 
7 The cases above are counterexamples even to sophisticated never directly collectively self-defeating 
universalizability theories that are intended to apply to non-ideal situations. For example, consider Parfit’s 
principle “Follow the rules whose being followed by everyone would make things go best, unless some other 
people have not followed these rules, in which case do whatever, given the acts of others, would make things go 
best” (Parfit, 2011, pg. 317). This principle seems to deliver the mistaken verdict that everyone is required to 
choose B in the Units of Good Case, because at the moment that everyone chooses in that case, no one has yet 
failed to follow optimific principles, and so the principle seems to imply that each must choose B. Similar remarks 
apply regarding most of the other cases above. 
8 It is worth noting that the arguments here do not depend on any controversial premises. In particular, the 
arguments here do not depend on the controversial premise that the better than relation is intransitive; compare 
Rachels, 1989, and Temkin, 2011. Even if the better than relation were intransitive, that would not show that 
morality is sometimes dramatically DCSD, as the arguments here reveal. 
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question of whether individuals are permitted to act in that way or on that principle. 
And because many of the most important questions about modern moral life are 
essentially questions about what individuals are required to do in such situations – 
for example, what individuals are required to do about climate change, what individ-
uals are required to do when products are produced in morally objectionable ways – 
an important practical upshot is that such questions cannot be answered by asking 
‘But what if everyone did that?’, or by more sophisticated appeals to ‘universalizabili-
ty’. 

In response to the preceding arguments, theorists who are focused on Parfit’s writ-
ings sometimes object that the notion of direct collective self-defeat is merely a techni-
cal notion introduced by Parfit, and as a result it is impossible to evaluate the argu-
ments above without examining Parfit’s precise definition.9 

This objection is misguided, because as Parfit’s own discussion makes clear, direct 
collective self-defeat is not a technical notion even on his view. For example, when 
Parfit first discusses that notion in Reasons and Persons, he assumes that we can all 
grasp that notion independent of any definition by reflecting on prisoner’s dilemmas 
and other social dilemmas, where these examples illustrate the importance of that 
intuitive notion to normative theory. He then considers a provisional definition that 
might initially seem to capture that notion, and then immediately rejects that provi-
sional definition. Why? Because Parfit argues that when we consider a hypothetical 
case, we can see that the provisional definition gives a different verdict than the intui-
tive notion that we care about; thus, the provisional definition must be rejected.10 
This shows that the notion of direct collective self-defeat is not a technical notion even 
for Parfit. Instead, Parfit correctly recognizes that direct collective self-defeat is an 
intuitive notion that we can all grasp on the basis of reflection on social dilemmas 
and independent of any stipulative definition, and that this non-technical notion is 
of central importance to normative theory – and when we consider how this non-
technical notion applies to the cases presented above, we see that morality and all 
other forms of normativity are sometimes directly collectively self-defeating. (This 
and other issues related to Parfit’s views are discussed in more detail below.) 

Deontologists might object that this entire discussion depends on a sense of 
betterness that is foreign to their view, because (they might say) their view is concerned 
with acts rather than outcomes.11 However, such an objection is misguided. If we all 

 
9 In conversation. 
10 Parfit, 1984, pp. 53–54. Unlike the coordination problems that Parfit uses in these passages to reject the 
provisional definition of DCSD, the examples in this paper are not merely cases where morality fails to direct us 
toward the morally best outcomes, but are cases where morality directs us away from the morally best outcomes, 
thereby constituting cases in which morality is genuinely DCSD (Parfit, 1984, pg. 54). 
11 For such an objection, see Adams, 1997, pg. 259. 
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continue stampeding in the Stampede Case, it is certain that we will cause harm, 
whereas if we all stop stampeding, it is certain that we will do no harm at all. As a 
result, it is perfectly sensible and correct to say that, collectively, continuing stamped-
ing is deontologically worse than stopping stampeding, but that nonetheless each of 
us individually is required to continue stampeding, because if an individual were to 
stop, s/he would do something (namely, severely harm an innocent person – him or 
herself) that is deontologically worse than what s/he would do by continuing stam-
peding. That is why in the Stampede Case deontology is DCSD.12 

More fundamentally, some deontologists might reject the judgments about cases 
appealed to above, and insist instead that, for example, one has a moral obligation to 
stop and be trampled to death in the stampede case even though doing so would do 
no good for anyone. In light of this possibility, the arguments above should officially 
be understood as conditional on the judgments appealed to above. If one accepts 
those judgments – as many theorists and almost all ordinary people do – then the 
conclusions above about direct collective self-defeat follow; if one rejects those 
judgments, then these arguments still establish an interesting conditional result, the 
consequent of which can be resisted only by endorsing verdicts on cases that many 
find highly counterintuitive. 

A more subtle objection comes from agent-neutral consequentialists, some of 
whom believe that it is a clear and important virtue of their view that it is never direct-
ly collectively self-defeating. For example, Parfit argues: 

[Agent-neutral consequentialist theories] cannot be directly self-defeating, since 
[they are] agent-neutral: giving to all agents common moral aims. (1984, 54–55, 
italics in the original)13 

…Common-Sense Morality is often directly collectively self-defeating. [But] a 
moral theory must be collectively successful. [Those who believe in Common-
Sense Morality] must therefore revise their beliefs, moving from [Common-Sense 
Morality to a form of agent-neutral consequentialism]. (1984, 111)14 

This is Parfit’s main argument for the sort of moral theory he favors in Reasons and 
Persons. Unfortunately, this argument is unsound, because agent-neutral consequen-
tialism is sometimes directly collectively self-defeating, as illustrated by the Units of 

 
12 Another example from Parfit: “Suppose that each could either (1) carry out some of his own duties or (2) enable 
others to carry out more of theirs. If all rather than none give priority to their own duties, each may be able to carry 
out fewer. Deontologists can face [situations in which their theory is DCSD]” (Parfit, 1984, pg. 98). 
13 Parfit, 1984, pp. 54–55, italics in the original. 
14 See also Parfit, 2011, pg. 306. 
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Good Case above.15 For a further example that may be useful in anticipating various 
avenues of reply, consider the following complicated variant of the Units of Good 
Case, and the graph that follows, which represents the possible outcomes in this more 
complicated case: 

Complicated Units of Good Case 
1,000 people are put into isolation booths, and each must choose between Options 
A and B, with the following outcomes: If everyone chooses A, then each receives 
99 additional units of good; if everyone chooses B, then each receives 100 addi-
tional units of good; otherwise, every person who chooses A receives 10 additional 
units of good and every person who chooses B loses a catastrophic 100,000 units 
of good, unless one and only one person chooses A, in which case every person 
receives 101 additional units of good. All of this is common knowledge, as is the 
fact that everyone will successfully follow agent-neutral consequentialism. 

The graph in Figure 1 is a simplified representation of the possible outcomes in this 
case:  
 
Figure 1. Complicated Units of Good Case. 

 

 
 

15 Rabinowicz, 1989 argues that some versions of agent-neutral conquentialism can be directly collectively self-
defeating. My argument aims to show that all plausible versions of agent-neutral consequentialism are sometimes 
directly collectively self-defeating. 
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In this case, it is common knowledge that everyone will satisfy their requirements, 
that everyone is fully informed, and that everyone can see that the option that would 
lead to the best outcome if universally chosen (B) is associated in a way that is salient 
to everyone with great risks without compensating rewards; as a result, each can be 
certain that the others will tend to coordinate on the risk-averse option A, which 
ensures that each person is required to choose that risk-averse option A themselves 
(because they know that their choice would otherwise make the outcome worse on 
agent-neutral consequentialist grounds), even though it is clear that everyone choos-
ing that risk-averse option A guarantees a worse outcome from the perspective of each 
(bringing about the yellow dot outcome on the graph) than if everyone did not choose 
that option instead (bringing about the red dot outcome on the graph). As a result, 
agent-neutral consequentialism is directly collectively self-defeating in this case 
because everyone can be certain that: if we all successfully follow agent-neutral 
consequentialism by each doing what is actually required, we will thereby cause our agent-
neutral consequentialist aims to be worse achieved than they would have been if none of us 
had done what is actually required.16 In more detail: because of what each knows about 
the situation and thus what each knows about how the others will choose, each can 
be certain that choosing A will make the outcome objectively better than choosing B, 
and thus agent-neutral consequentialism requires each to choose A; at the same time, 
each can be certain that if each failed to do what is required and therefore chose B, 
the outcome would be better even though no one would then satisfy agent-neutral 
consequentialism (because for each it would be true that there is something else s/he 
could have done (namely, choose A) that would have led to more good (by bringing 
about the blue dot outcome). Thus, agent-neutral consequentialism is sometimes 
directly collectively self-defeating. 

Is this a bad result for agent-neutral consequentialism? No. It would be a bad result 
for agent-neutral consequentialism if it were never DCSD, because we’ve seen that all 
plausible normative theories are sometimes DCSD. 

Why then does Parfit think that agent-neutral consequentialism is never DCSD? 
Parfit offers the following sufficient conditions for direct collective self-defeat: 

A theory T is directly collectively self-defeating when: 
(i) it is certain that, if we all successfully follow T, we will thereby cause our T-

given aims to be worse achieved than they would have been if none of us had 
successfully followed T, or 

 
 

 
16 Compare (i) on page 54 of Parfit, 1984. 
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(ii) our acts will cause our T-given aims to be best achieved only if we do not 
successfully follow T. 

Based on these conditions, Parfit offers the following argument that agent-neutral 
consequentialism is never DCSD: 

[Agent-neutral consequentialism] cannot be directly self-defeating, since it is 
agent-neutral: giving to all agents common moral aims. If we cause these common 
aims to be best achieved, we must be successfully following this theory. Since this 
is so, it cannot be true that we will cause these aims to be best achieved only if we 
do not follow this theory. (1984, 54—55) 

In the last sentence of the preceding quote, Parfit concludes that it is necessarily false 
that: our acts will cause our agent-neutral consequentialist aims to be best achieved 
only if we do not successfully follow agent-neutral consequentialism, which is an 
instance of (ii), where ‘agent-neutral consequentialism’ replaces ‘T’. From this, it is 
supposed to follow that agent-neutral consequentialism is never DCSD. 

At this point, someone might object to Parfit’s argument as follows: “On Parfit’s 
analysis, a theory can be DCSD in either way (i) or way (ii), and Parfit has shown only 
that agent-neutral consequentialism cannot be DCSD in way (ii); so, it doesn’t follow 
from Parfit’s premises that agent-neutral consequentialism cannot be DCSD in way 
(i), and so it doesn’t follow that agent-neutral consequentialism is never DCSD.” 

In reply to this objection, Parfit would presumably insist that (i) is to be under-
stood in such a way that (i) implies (ii). If that’s right, then Parfit’s demonstration that 
agent-neutral consequentialism can never be DCSD in sense (ii) also shows that it can 
never be DCSD in sense (i). 

However, even granting such a reply, Parfit’s argument still faces a decisive objec-
tion. To see the problem, note that even if (i) implies (ii), Parfit’s argument is still 
invalid as stated: 

If C is ever (i) or (ii), then C is sometimes DCSD.  

C is never (ii). 

Therefore, C is never (i), since (i) implies (ii). 

Therefore, C is never DCSD. 

If the problem is not immediately apparent, it might help to combine the two middle 
claims: 
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If C is ever (i) or (ii), then C is sometimes DCSD. 

C is never (i) or (ii). 

Therefore, it is not the case that C is sometimes DCSD. 

This argument is invalid because it denies the antecedent. To get a valid argument, 
we would have to understand the first premise as a biconditional, and thus we would 
have to interpret (i) and (ii) as together yielding a full analysis of direct collective self-
defeat. However, Parfit explicitly claims that (i) and (ii) provide only sufficient 
conditions for direct collective self-defeat, and not a full analysis.17 As a result, Parfit’s 
argument is invalid, because it has the invalid form above. 

Of course, this raises the question of whether (i) and (ii) can in fact yield a full 
analysis of direct collective self-defeat – in other words, it raises the question of 
whether the following is true: 

A theory T is DCSD when and only when either (i) is true or (ii) is true, where (i) 
and (ii) are understood in the way that Parfit intends. 

This Implicit Analysis is false, because it does not capture the essence of direct collective 
self-defeat, including the essential idea that a theory is DCSD when it directs us toward 
outcomes that are certain to be worse (1984, 54). In particular, the Implicit Analysis fails 
to deliver the correct verdict on the cases discussed above in which: 

(iii) it is common knowledge that: everyone knows the relevant facts, will act 
freely, will satisfy their normative requirements, and everyone can also be 
certain that: if each does what T actually requires, the T-given aims of each 
will be worse achieved than they would have been if none had done what T 
actually requires. 

At the very least, such cases show that (iii) is an additional sufficient condition for 
direct collective self-defeat, which means that Parfit’s argument that agent-neutral 
consequentialism is never DCSD cannot be salvaged, because (iii) together with the 
units of good cases show that agent-neutral consequentialism is sometimes DCSD. 

In response, a defender of the Implicit Analysis might say “But consider the possi-
bility that in the Complicated Units of Good Case one and only one player chooses 
Option A; then, each person successfully follows agent-neutral consequentialism and 
brings about the best outcome; this shows that even in the Complicated Units of  
 

 
17 Parfit makes this explicit in the following passage, where he explains how he intends the phrase “[A theory T is] 
directly collectively self-defeating when…” to be understood: “By ‘when’ I do not mean ‘only when’” (1984, 54). 
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Good Case agent-neutral consequentialism does not direct us toward outcomes that 
are certain to be worse.” 

This reply gives the phrases ‘direct us toward’ and ‘successfully follows’ a meaning 
that is very different from their meaning in the intuitive thought that a theory is 
DCSD when it directs us toward outcomes that are certain to be worse, or when it is 
certain that the outcome would be worse if each successfully followed the theory than 
if each did not. More specifically, this reply involves a backward-looking conception 
of directing an agent toward an outcome and successfully following a theory that is irrele-
vant to any interesting normative concept. To see why, return to the players in the 
Units of Good Case and assume that all the players evaluate options and make their 
decisions simultaneously as well as independently. Now consider the point in time as 
they are about to make their decisions. At that point in time, does agent-neutral 
consequentialism direct the players toward a particular outcome? It does in every 
intuitive sense – namely, the outcome in which everyone chooses Option A: after all, 
even before anyone chooses Option A, each player knows that choosing Option A will 
lead to an objectively better outcome, and thus agent-neutral consequentialism directs 
each player to choose Option A, and thus each player successfully follows agent-
neutral consequentialism only if that player chooses Option A. 

The Implicit Analysis denies all of this. Instead, on that analysis agent-neutral 
consequentialism gives the players no direction at all before their decisions are made, 
on the grounds that there are multiple combinations of choices that would result in 
satisfaction of agent-neutral consequentialism. That is how the Implicit Analysis in-
sists that agent-neutral consequentialism does not direct the players away from the 
best outcome: according to the analysis, there are no facts about what agent-neutral 
consequentialism directs the players to do until after everyone has made their deci-
sion, at which point the theory ‘directs’ everyone to have chosen in such a way that 
they now each satisfy agent-neutral consequentialism. However, this is a revisionary 
account of how agent-neutral consequentialism directs agents toward outcomes – 
because it entails, contrary to the claims of all actual consequentialists, that what 
agents know about the consequences of their choices has no relevance to what conse-
quentialism directs them to do – and more importantly it is also an unacceptable 
account, because any interesting normative theory must provide direction for our 
decisions, and not only after they are made. 

In response, a defender of the Implicit Analysis could attempt to bite the bullet 
and simply insist that agent-neutral consequentialism offers no direction in such cases 
until after decisions are made.  However, the costs of such a stance prove unacceptably 
high when applied to other cases, especially cases that involve physical indeterminacy 
with no residual epistemic uncertainty. For example, consider a case that is similar to  
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the Units of Good Case, but where the uncertainty of the outcomes derives entirely 
from physical indeterminacy: 

One-Player Units of Good Case 
You know that you alone must choose between the following two options, and 
that your choices will have the following consequences for yourself and 999 other 
innocent people: 

Option A: 99% chance that everyone receives 99 additional units of good; 1% 
chance that everyone receives 10 additional units of good. 

Option B: 1% chance that everyone receives 100 additional units of good; 99% 
chance that everyone receives negative 100,000 units of good. 

Suppose that the chances in this case are purely physical and that there is no residual 
epistemic uncertainty.  (For example, suppose that physicists have designed a non-
deterministic pleasure and pain dispensing device to have these properties; you will 
simply choose whether to press the ‘Option A’ or ‘Option B’ button.) 

On any sensible interpretation, agent-neutral consequentialism directs you to 
choose Option A in this case, which means that you successfully follow agent-neutral 
consequentialism only if you choose Option A. Would defenders of the Implicit Ana-
lysis agree? If they do not, then they are committed to the view that agent-neutral 
consequentialism never provides any actual guidance to our decisions, because physi-
cal indeterminacy always underlies all of our decisions. So, to avoid this result, they 
would presumably agree that agent-neutral consequentialism directs you to choose 
Option A in this case. 

But if that is right, then there is a powerful argument that agent-neutral conse-
quentialism directs each player to choose Option A in the original Units of Good 
Case. For consider that, for each player in that original case, there is some distribution 
of credences that that player ought to have, given his or her evidence, about how the 
other players will choose. Given that distribution of rational credences, we can 
imagine a one-player game with the same outcomes and probabilistic structure, but 
where the probabilities arise from physical indeterminacy with no residual epistemic 
uncertainty as in the One-Player Units of Good Case. If, as we are assuming, agent-
neutral consequentialism directs you to choose Option A in the One-Player Units of 
Good Case, then it also directs each player to choose Option A in the one-player game 
that is derived in such a way from his or her rational credences in the original Units 
of Good Case. But if agent-neutral consequentialism directs each player to choose 
Option A in the one-player games that are derived from their rational credences, then  
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it also directs each player to choose Option A in the original Units of Good Case itself, 
because there is no normatively relevant difference between the choices that each 
individual would face in those one-player games and the corresponding choices that 
they face in the original Units of Good Case. As a result, initial defenders of the 
Implicit Analysis are forced either to abandon that analysis by admitting that agent-
neutral consequentialism directs players to choose Option A in the original Units of 
Good Case, or else to bite an unacceptable bullet and insist that agent-neutral conse-
quentialism almost never provides any guidance to our decisions at all, because physi-
cal indeterminacy always underlies our decisions. 

The preceding discussion shows the importance of distinguishing between a nor-
mative theory’s theory of objective value and its theory of choice. As we have just seen, 
a theory of objective value never directs us toward any outcomes itself – it is only in 
conjunction with a theory of choice that we are directed to make particular choices, 
and thereby directed toward particular outcomes. This shows that the analysis of 
direct collective self-defeat under consideration must be inadequate, because that 
analysis focuses only on satisfaction of a theory’s theory of objective value, and not on 
satisfaction of its theory of choice. In other words, that analysis must be inadequate 
because the notion of direct collective self-defeat is about what a theory directs us 
toward, and without a theory of choice a theory never directs us toward anything at 
all. 

For these reasons, an adequate full analysis of direct collectively self-defeat must 
be tied to a normative theory’s theory of choice. Here is a proposal: 

A theory T is directly collectively self-defeating (DCSD) when: it is certain from 
the perspective of each of us that, if each of us successfully follows T’s theory of 
choice, we will thereby cause our T-given aims to be worse achieved than they 
would have been if none of us successfully followed T’s theory of choice. 

If successfully following T’s theory of choice is the same as doing what T requires, 
then this New Analysis is equivalent to the claim that: A theory T is directly collectively 
self-defeating (DCSD) when: (from the perspective of each of us) it is certain that, if each of 
us does what T requires, we will thereby cause our T-given aims to be worse achieved than 
they would have been if none of us did what T requires. This amounts to an analysis of 
direct collective self-defeat for cases in which everyone has the same two options. To 
test this analysis, we can consult our judgments about cases, and our judgments about 
the concept of direct collective self-defeat. Upon reflection, this New Analysis delivers 
the correct verdict on all of the cases that theorists have discussed in connection with 
direct collective self-defeat, and, unlike the Implicit Analysis discussed above, also fits 
our intuitive concept of direct collective self-defeat, according to which a theory is 
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DCSD when it directs each of us to act in a way that is certain to be worse than if 
everyone did not follow the theory’s directions instead. 

In response, a defender of the Implicit Analysis might raise the following objec-
tion: “Perhaps the New Analysis and/or (iii) captures the idea that a theory is DCSD 
when it directs us toward outcomes that are certain to be worse. But that idea is 
inconsistent with other more firmly held beliefs that we have about self-defeat, and 
so the notion of direct collective self-defeat must be regimented in a different way – 
most likely, in the way the Implicit Analysis suggests. That is because Donald Regan, 
Derek Parfit, and others have provided cases that show that normative theories 
sometimes direct us away from the best outcomes, but are not thereby self-defeating.” 
What the objector has in mind are cases like the following: 

Miners Case 
Suppose that several miners are trapped, with floodwaters rising. Before we can 
find out where these miners are, we must decide which floodgate to close.  

The possible outcomes of our decision are outlined in Table 1. 
 

Table 1. Miners Case 

 The miners are in Shaft A The miners are in Shaft B 

We close Gate 1 We save ten All die 

We close Gate 2 All die We save ten 

We close Gate 3 We save nine We save nine 

 
Assume that, on the evidence, the miners are equally likely to be in either shaft.18 

In this case, we are required to close Gate 3, even though it is certain that we will 
thereby bring about an outcome that is not best; nonetheless, this does not show that 
normativity is directly collectively self-defeating. Does this undermine the idea that 
(iii) is a sufficient for direct collective self-defeat? 

It does not. What the Miners Case shows is that there is a crucial distinction be-
tween, on the one hand, it being certain that an option will lead to an outcome that is not 
best and, on the other hand, it being certain that an option will lead to a worse outcome 
than some other antecedently identifiable particular option, and that a theory is DCSD 
when it directs us to choose an option of the latter type, but not when, as in the Miners 
Case, it merely directs us to choose an option that is certain to be not best. In 
particular, if we close Gate 3 we bring about an outcome that is certain to be not best, 
but we do not bring about an outcome that is certain to be worse than the outcome 

 
18 This example is taken from Parfit, 1988, pp. 2-3, who follows Regan, 1980, pg. 265. 
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of any particular other option, because there is no other option that is antecedently 
certain to lead to a better outcome than closing Gate 3. This is in perfect tune with 
conditions (i), (ii), and (iii) above, because the natural way of extending those condi-
tions to cases involving many options such as the Miners Case is by claiming that a 
theory is DCSD when it directs everyone to choose an option that is certain to lead to 
a worse outcome than an antecedently identifiable alternative option that it could 
have directed everyone to choose instead – but not when, as in the Miners Case, the 
theory merely directs everyone to choose an option that is certain to lead to an out-
come that is not best.19 As a result, the Miners Case does not ultimately raise a prob-
lem for the intuitive notion of direct collective self-defeat, and does not raise a 
problem for the view that conditions (i), (ii), and (iii) are each sufficient for direct 
collective self-defeat, and does not raise a problem for the New Analysis above.  

In response to all of the preceding arguments, it might be objected that theories 
like agent-neutral consequentialism still imply that it is always metaphysically pos-
sible to bring about the outcome that is best without anyone acting in a way that is 
wrong – and that such a possibility of doing what is best without anyone doing wrong 
is how the notion of direct collective self-defeat is best understood. However, al-
though optimal cooperative action is metaphysically possible in cases such as the units 
of good cases, each individual is also certain that such cooperation will not obtain, 
and as a result from the perspective of each individual it is certain that the aims of 
morality will be worse achieved if each successfully follows morality than if everyone did not 
successfully follow morality instead – which is of course just to say that morality is 
directly collectively self-defeating, because it would actually be wrong to act in accord 
with optimal cooperative action based on the full information of the case and what 
each knows about the morally flawless dispositions of others. This shows that agent-
neutral consequentialism ultimately has no interesting advantage over other types of 
ethical theories with respect to direct collective self-defeat. 

The arguments above also cannot be dismissed by simply insisting on an alterna-
tive definition of direct collective self-defeat on which the arguments above do not go 
through – for example, a stipulative definition on which (iii) is not a sufficient condi-
tion for direct collective self-defeat. In part, this is because direct collective self-defeat, 
like knowledge, is a notion that we track and care about prior to seeing any stipulative 
definition, as is illustrated by our interest in social dilemmas and other situations in 

 
19 Such an extension presumably must be restricted to cases in which everyone chooses between the ‘same’ 
options, where those options are individuated in a ‘natural’ way – and in other cases the notion of direct collective 
self-defeat seems to have no clear application. The Miners Case could also be redescribed as a two-option case, 
where Option One is to close Gate 3, and Option Two is to close one of the other gates. An analysis that includes 
the features advocated here also delivers the correct verdict given that description, because choosing Option One 
is not certain to lead to a worse outcome than choosing Option Two, and therefore such an analysis does not 
imply that morality is sometimes DCSD. 
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which self-interest is directly collectively self-defeating, and so direct collective self-
defeat is not a notion that we are free to define however we like if the result is to have 
any interest to normative theory. More specifically, insofar as we should care whether 
a theory is sometimes directly collectively self-defeating, that is because having that 
property means that regrettable consequences are assured even in cases like those 
described in (iii) in which it is common knowledge that everyone knows the relevant 
facts and will successfully follow the theory. As a result, a definition on which satis-
faction of (iii) is not sufficient for direct collective self-defeat  has no practical or 
theoretical interest, not only because it does not track the important notion of ‘direct-
ing us toward outcomes that are certain to be worse’, but more importantly because 
it does not track the kind of collective self-defeat that it is regrettable for a theory to 
imply – because the most regrettable form of collective self-defeat is when a theory is 
collectively self-defeating in the sense of (iii), when it is collectively self-defeating even 
though it is common knowledge that everyone knows the relevant facts and will do 
what is required, and that regrettability is not mitigated in any interesting way when 
it is also true that if individuals had failed to do what they actually know they are 
required to do, the outcome could have been better. As a result, any discussion that 
rejects (iii) as a sufficient condition for direct collective self-defeat is doomed to reduce 
to a definitional exercise that has no connection to any property that we should care 
whether a normative theory has – whereas endorsing (iii) is essential to capturing the 
kind of collective self-defeat that is of central interest from both a practical and theo-
retical perspective.20 So, such a stipulative definition has no chance of playing an 
interesting role in arguments about the nature of morality, and in particular has no 
chance of playing an interesting role in arguments against commonsense morality. 

The preceding discussion suggests the following evaluation of Parfit’s main argu-
ment for never-directly-collectively-self-defeating moral theories: 

Parfit’s Main Argument 
To be plausible, a moral theory must be never DCSD. 
So, we must reject common-sense morality and other theories that are sometimes 
DCSD, and instead endorse a version of never-DCSD moral theory. 

The premise is false, because morality is sometimes DCSD. As a result, not only is it 
consistent to deny the conclusion, but there is decisive reason for thinking that the 
conclusion is false, because a moral theory is false if it is never DCSD. If we were to 

 
20 An additional consideration is that many theorists, including Parfit, take facts about what would be wrong when 
agents know the relevant facts as explanatorily fundamental – which provides decisive reason to think that the 
sense of direct collective self-defeat captured by (iii) is the sense that must have the greatest theoretical 
importance, because (iii) is explicitly concerned with whether a theory is collectively self-defeating when everyone 
knows the relevant facts. (See Parfit, 2011, Section 21.) 
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follow Parfit in thinking that consequentialists, contractualists, Kantian theorists, and 
most others have been “climbing the same mountain” toward the goal of developing 
the most plausible version of never-DCSD moral theory, then this would mean that 
those theorists have all been climbing the wrong mountain.21 

This is not to denigrate Parfit’s work, which has the highest virtues of clarity, 
testability, originality, and importance. Because Parfit’s work has such virtues, identi-
fying a clear objection to his arguments leads to important progress in normative 
theory. 

In sum, morality and all other interesting forms of normativity are sometimes 
dramatically directly collectively self-defeating, which means that many influential 
normative theories are either false, or at least don’t have the consequences that their 
adherents take them to have. In particular, morality and other forms of normativity 
cannot be relied upon to solve collective action problems even in a world of norma-
tively flawless agents. A practical upshot is that many of the most important questions 
about modern moral life cannot be answered by asking ‘But what if everyone did 
that?’, or by a more sophisticated appeal to a form of ‘universalizability’. 

Appendix: The Equilibrium Objection 
In “Group Morality”, Frank Jackson uses an example that bears some similarity to the 
Stampede Case to argue that it is possible to “have a group action which is wrong, yet 
every constituent act is right; and a group action which is right yet every constituent 
act is wrong” (1987, 102). Parfit accepts Jackson’s conclusions in later work, but 
neither Parfit nor Jackson take these conclusions to show that morality is sometimes 
directly collectively self-defeating.22 This appendix shows that Jackson’s conclusions 
do not clearly follow from the example he discusses, and that his discussion cannot 
be extended to show that morality is sometimes directly collectively self-defeating 
(DCSD) – but that such conclusions are vindicated by the examples discussed above, 
despite an important objection that is suggested by reflection on Jackson’s discussion. 

 
21 For this metaphor and a summary of Parfit’s arguments that the most plausible versions of consequentialism, 
contractualism, and Kantian ethics all imply that morality is never DCSD, see Parfit (2011, 25-26). Parfit endorses 
Parfit’s Main Argument in Parfit (2011, 306) : “In [social dilemmas], in acting on common sense moral principles, 
we are acting in ways that are directly collectively self-defeating. If we were Rational Egoists, that would be no 
objection to our view, since this form of Egoism is a theory about individual rationality and reasons. But moral 
principles or theories are intended to answer questions about what all of us ought to do. So such principles or 
theories clearly fail, and condemn themselves, when they are directly self-defeating at the collective level”. See 
Parfit (2011, 111 and 113) for an earlier discussion and more explicit presentation of the argument. 
22 Jackson does not claim that his conclusions show that morality is sometimes DCSD, and in later work Parfit 
continues to rely on the premise that morality is never DCSD despite Parfit’s endorsement of Jackson’s 
conclusions in Parfit, 1988. 
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Here is Jackson’s example: 

[Suppose that] There is a steady stream of traffic going to work. Everyone is driving 
at 80 kilometres per hour. It would be safer if everyone was driving at 60. The right 
group action is for everyone together to drive at 60. But what about each person, 
should he or she drive at 60? The answer may well be no; for it may well be the 
case that if he or she were to drive at 60, everyone else would still drive at 80, and 
so a lot of dangerous overtaking would result. For each individual the right action 
is to keep driving at 80, so avoid dangerously disrupting the traffic flow; yet the 
right group action is for everyone to drive at 60. Thus, we have in this example a 
right group action – everyone together driving at 60 – with each and every 
constituent individual action – each action of a person driving at 60 – wrong. And 
also we have a wrong group action – everyone together driving at 80 – with each 
and every constituent action – each action of a person driving at 80 – right. We 
see, therefore, that not even the attractive-sounding principle that if a group action 
is right, at least one of its constituent acts is right, is valid. (1987, 102-3) 

This case presupposes some initial wrongdoing by some individuals – in particular, 
the initial drivers who break the speed limit – which means that the case does not 
show that a morally suboptimal outcome would result if everyone followed morality, 
which means that the case does not show that morality is sometimes DCSD. Further-
more, even if we imagine a group of morally flawless agents somehow ‘thrown into’ 
the case Jackson describes as in a stampede, the case still does not clearly show that 
morality is sometimes DCSD, and for similar reasons does not support Jackson’s own 
conclusions. 

The problem is that, contrary to what Jackson tacitly assumes, each individual 
driver can choose among a wide range of possible speeds. This detail undermines 
Jackson’s argument, because although no individual driver is required to reduce his 
or her speed instantaneously to the morally ideal speed of 60, nonetheless at each 
moment each individual is required to reduce his or her speed slightly – which means 
that if everyone in the group follows morality, the morally ideal speed of 60 will be 
reached by the group in the morally optimal way given the group’s starting point. (Upon 
reflection, it seems clear that this is what morality would require in such a case, on 
the assumption that it is common knowledge that morality will be universally 
followed.) As a result, if everyone follows morality, this leads to the morally optimal 
outcome of everyone driving 60, and it leads to that outcome along a path that is also 
morally optimal given the relevant starting point – which arguably means that if each 
person does follow morality along that ideal path, then the group itself also acts 
rightly at each moment along that path, given its suboptimal starting point. As a 
result, Jackson’s case does not clearly support his conclusions that it is possible to 
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“have a group action which is wrong, yet every constituent act is right; and a group 
action which is right yet every constituent act is wrong”. Furthermore, even if ‘is 
wrong’ is stipulated to mean ‘has a suboptimal instantaneous outcome’ (as Jackson 
intends),23 Jackson’s case is still consistent with the idea, and might even seem to 
illustrate the truth of the idea, that the optimal course of action for a group is in 
perfect harmony with the optimal course of action for each of its constituent 
individuals whenever a stable equilibrium develops as a result of every individual following 
morality. 

It could be claimed that this equilibrium objection also undermines the force of the 
Stampede Case discussed above. However, a crucial difference is that in a stampede, 
in contrast to highway traffic, individuals have only two real options: continue stam-
peding at the dictated rate, or else be trampled – and if everyone continues stampe-
ding at the dictated rate, then all individuals will continue to have only those two 
options, ensuring that the ultimate outcome never tends toward an equilibrium that 
is morally desirable, given realistic assumptions.24 

More importantly, even if such an equilibrium explanation were available for the 
stampede cases, such an explanation is not available regarding the units of good cases 
discussed above, because those latter cases involve a ‘one-shot’ decision situation in 
which it is simply impossible for a desirable equilibrium to develop in the way the 
equilibrium objection assumes. As a result, those cases provide a decisive demonstra-
tion that morality and all other forms of normativity are sometimes dramatically 
DCSD, and a decisive demonstration that the best course of action for a group can 
radically come apart from the best course of action for each of its constituent indi-
viduals, even when a stable equilibrium develops as a result of each individual follow-
ing morality.  
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Having It Both Ways? 
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Harmonization of Individual and Collective 
Maximization in Moral Hi-Lo Cases3 
This paper analyses moral Hi-Lo Cases, which were introduced by Donald Regan’s 
Utilitarianism and Co-operation. Moral Hi-Lo cases are moral coordination 
problems where coordination equilibriums are ranked by strict betterness. We 
argue that moral Hi-Lo cases are not just abstract hypothetical cases, there are 
important real-life cases of this kind, e.g., some climate change cases; and that 
moral Hi-Lo cases are not just a challenge for utilitarians; they are challenge for all 
theories that can be represented by a maximizing teleological structure. Moral Hi-
Lo cases pose the challenge for individually maximizing theories that they are not 
collectively maximizing. We show that the widespread solution to moral Hi-Lo 
cases of adding the option of taking a cooperative stance to the choice situation 
risks changing the topic. Moreover, in the changed situation, simply making 
available a cooperative attitude or act is not sufficient to harmonize individual 
and collective maximization. This suggests that the problem sticks deeper than 
exclusively act-orientedness, as Regan suggested. It is not sufficient for this 
harmonization to assume that it is possible to influence the other agent and make 
her cooperative, it is necessary to actually influence her, but even with this extra 
assumption about actual influence, taking a cooperative stance for the best 
outcome may not be mandatory, if the strategy as a whole involves costs, which is a 
realistic assumption.  
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1. Introduction 
Donald Regan (1980) presented what we shall call moral Hi-Lo problems in his ground-
breaking book Utilitarianism and Co-Operation. His proto-type case, which he used 
throughout the book, looks like this: There are only two agents in the moral universe, 
Whiff and Poof. Each has a button which he can push or not. The possible outcomes 
are evaluated by numbers representing units of value for the overall state of the world. 
Neither agent can influence the other’s choice. 
 
Table 1. Regan’s Whiff-and-Poof-case 

 
Poof 

Push Not-push 

Whiff 
Push 10 0 

Not-push 0 6 

 
Reagan was inspired by a similar case, set up by Allan F. Gibbard (1965). As Gibbard 
saw things, such coordination problems pose a challenge to act utilitarianism, since 
it does not necessarily ensure the collectively best outcome. If Poof not-pushes, act 
utilitarianism requires Whiff to not-push as well. And the same holds for Whiff if 
Poof not-pushes. In other words, the act pattern (not-push, not-push) is individually 
maximizing, i.e., the best each agent could do on their own. But they could together 
bring about an outcome of value 10 by each pushing. Thus, the act pattern (push, 
push) is collectively maximizing, i.e., the best they could do together. The example 
thus shows that an individually maximizing act-pattern need not be collectively 
maximizing. Gibbard concludes that some form of institutional coordination is need-
ed to achieve the collectively best outcome. However, Regan’s aim is to demonstrate 
that coordination can be achieved by morally motivated agents. 

The climax of Regan’s analysis is the proof that no theory which fulfils a necessary 
condition for being exclusively act-oriented can be strongly collectively maximizing.4 
The necessary condition for a theory to be exclusively act-oriented in a Hi-Lo case is 
that the theory specifies, for each agent, some subset of the set of available acts, such 
that the agent satisfies the theory iff she does an act from the specified subset.  

This led Regan himself to suggest that act utilitarianism should be supplemented 
by a somewhat complicated decision procedure, which he argues is able to ensure 
coordination for the collectively best outcome. No one else has followed him in that. 
But many have accepted the premise that a solution must involve going beyond an 
exclusively act-oriented theory, e.g. by adding a cooperative attitude or an act inviting 

 
4 We define the properties of individually and (strongly) collectively maximizing theories below. 
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to cooperation to the case and supplementing an act-consequentialist type of theory 
with a duty to take on the attitude and/or perform the invitation.  

One of the aims of this paper is to make a rational reconstruction of this type of 
theory in order to explore the prospects of finding a cooperation-friendly harmoniza-
tion of individual and collective maximization in moral Hi-Lo cases. More specifical-
ly, we shall show the following: 

 
1. moral Hi-Lo cases are not just abstract hypothetical cases, there are important 

real-life cases of this kind, e.g., some climate change cases (sections 2 and 3); 

2. moral Hi-Lo cases are not just a challenge for utilitarians; they are a challenge 
for all theories that can be represented by a teleological structure (sections 4 
and 5); 

3. adding the option of taking a cooperative stance to the Hi-Lo case in Table 1 
risks changing the topic. Hence a solution to the changed Hi-Lo case may not 
be a solution to the original case (section 5); 

4. in the changed case, simply making available a cooperative attitude or act is 
not sufficient to harmonize individual and collective maximization. This 
clearly suggests that the problem sticks deeper than exclusively act-oriented-
ness, as Regan suggested (section 6); 

5. in the changed case, it is not sufficient for this harmonization to assume that 
it is possible to influence the other agent and make her cooperative, it is neces-
sary to actually influence her (section 6); 

6. but even with this extra assumption about actual influence, taking a coopera-
tive stance for the best outcome may not be mandatory, if the strategy as a 
whole involves costs, which is a realistic assumption (section 6). 

 
Before we start arguing for these claims, we shall first give a more precise definition 
of a moral Hi-Lo case. 

2. What is a moral Hi-Lo problem? 
Moral Hi-Lo problems constitute a subclass of what can be called moral coordination 
problems. Regan does not provide a general definition of either of these; he mainly 
works from the generic case cited above. Let us first adapt from game theory the con-
cept of a coordination equilibrium5 to this context: 

 
5 Lewis (1969: 14). The concept is clearly modeled on the concept of a Nash equilibrium, which is defined in the 
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A coordination equilibrium is a combination of acts in which the overall state of the 
world would not be better if any one agent alone acted otherwise. 

We shall define a moral coordination problem thus:  

In a moral coordination problem, each of n agents chooses one act from a finite set 
of alternatives. Each outcome has an objective moral value. There are at least two 
coordination equilibria. Coordination equilibria are ranked by an ‘at least as good 
as’-relation, and no non-equilibrium combinations is better than any equilibrium.  

We get a moral Hi Lo problem6 if none of the equilibriums are equally good; i.e. all 
equilibriums are ranked by strict betterness. Regan only considers simple two person 
cases with two available acts and we shall follow him in that. This simplifies the dis-
cussion considerably and can for the most part be done without any loss of generality.  

It might be relevant to add to the ranking of outcomes an assessment of the value 
difference between the best equilibrium outcome and the second-best, and between 
the second-best equilibrium outcome and best non-cooperative outcome. Let us call 
it a high-stake case, when either or both of these differences are significant. 

Regan’s Whiff-Poof case is presented as if it were a game, more precisely a coordi-
nation problem. And clearly, the case shares with games the property that the out-
come of an agent’s choice is depending on the choices made by others. But the case 
cannot simply be identified with a standard game. The numbers represent an agent-
neutral ranking of outcomes as overall states of the world. They do not necessarily 
represent the preferences of the agents, as they would do, if it was a game.  

As Regan presents the case, there is uncertainty about the preferences of the agents, 
whereas in a standard game, full information about preferences is assumed. The 
agents in the situation may have both self-interested preferences and conflicting 
preferences, resulting in rankings of the outcomes which deviate from the objective 
moral ranking assumed in the case.  

It is part of Regan’s proposed decision procedure to provide shared information 
about the agents’ preferences. Thereby the decision problem, initially under uncer-
tainty, can be transformed into a moral coordination problem, which however only 
may be faced by the subgroup who shares an agent-neutral objective moral ranking 
and disregards those who are unwilling to cooperate. 

Moral Hi-Lo cases show up in a more indirect way as well, for some standard games 
can be transformed to a moral Hi-Lo case. Consider a standard Hi-Lo game (the first 

 
context of non-cooperative games, e.g. Luce & Raiffa (1957: 106). 
6 The name is of course inspired by Bacharach (2006). 
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number represents the preference intensities of agent A, the second those of B) (Bach-
arach 2006):7 
 
Table 2. A standard Hi-Lo case 

 
B 

Hi Lo 

A 
Hi 5 / 5 0 / 0 

Lo 0 / 0 3 / 3 

 
Bacharach calls this a common interest game. If (Hi, Hi) is better than (Lo, Lo), which 
is better than (Hi, Lo), we have a moral Hi-Lo problem. This would be so, if the pre-
ference intensities were simply summed.  

It is important to note, however, that Hi-Lo cases are relevant to non-utilitarian 
moralities as well. The numbers need not represent the sum total of preference inten-
sities or wellbeing; they can represent some other aggregation of all relevant values 
(not necessarily welfarist). Nor do we have to assume consequentialism for Hi-Lo 
cases to be of interest. As Portmore (2018) points out, the numbers can be seen as 
representing the moral value of the act-combination and its associated outcome. Even 
deontologists and virtue-ethicists can accept that things have impartial moral value. 
But, pace Zimmerman (1996) and Pinkert (2015), impartiality or agent-neutrality is 
not required either. Here is a moral Hi-Lo case where the numbers represent agent-
relative moral value, degrees of moral reasons or choice-worthiness, which can de-
pend on the agent’s motivations or dispositions. The first number represents the 
agent-relative value for A of A’s action (and its outcome, if that matters), the second 
number the agent-relative value for B of B’s action (and its outcome, if that matters). 
 
Table 3. A moral Hi-Lo case with agent-relative values 

 B 

Hi Lo 

A 
Hi -2 / 5 -8 / 0 

Lo -8 / 0 -4 / 2 

 
In this case, the available actions do not even have the same polarity for the agents. 
All actions are bad relative to A, and neutral or good relative to B. Still, if (Hi, Hi) is  
 

 
7 Throughout, when we for simplicity call acts ‘Hi’ and ‘Lo’, they need not represent the same act for the two 
agents. ‘Hi’ for each represents the act which combines to the best equilibrium, and ‘Lo’ for each agent 
represents which combines to the second-best equilibrium. 
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better than (Lo, Lo), which is better than both (Hi, Lo) and (Lo, Hi), we have a moral 
Hi-Lo problem. 

Bacharach (2006) shows that some games of conflict can be transformed into com-
mon interest Hi-Lo games, which by the argument above then can be transformed 
into a moral Hi-Lo case. Stag Hunt is one example: 
 
Table 4. Stag Hunt 

 
B 

Stag Rabbit 

A 
Stag 2 / 2 -1 / 1 

Rabbit 1 / -1 1 / 1 

 
This becomes a moral Hi-Lo problem, if (Stag, Stag) is better than (Rabbit, Rabbit), 
which is better than both (Rabbit, Stag) and (Stag, Rabbit). This would be the case if 
the value is the sum of individual preference intensities 

Other examples are some versions of the Prisoner’s Dilemma, like the following 
one. 
 
Table 5. Prisoner’s Dilemma 

 
B 

Cooperate Defect 

A 
Cooperate 4 / 4 0 / 5 

Defect 5 / 0 3 / 3 

 
This will become a moral Hi-Lo problem, if (Cooperate, Cooperate) is better than 
(Defect, Defect), which is better than both (Cooperate, Defect) and (Defect, Coop-
erate). This would be the case if value is the sum of preference intensities. 

3. Why are moral Hi-Lo problems important? 
That many important decisions involve coordination problems is widely accepted. 
Choices of great importance often require coordination to achieve the optimal results. 
Some of these problems can be seen as moral high stake Hi-Lo cases, either involving 
several agents or only two. There are numerous examples of such Hi-Lo cases, both 
from the individual and the political spheres. For example, many rescue cases have 
this form. They can be found whenever there are two rescue options, both of which 
requires cooperation to succeed, and where one is better than the other (cf. Colman 
et al. 2014: 36). Suppose that in the aftermath of an earthquake we find out that there 
is one person buried under a crumbled building and several people buried under 
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another. There is no time to rescue all people, because the buildings are far apart and 
the oxygen levels under the buildings are falling quickly. In order to successfully save 
any of the people, we need to both be there to move the heavy rubble. Our radios are 
not working so we cannot communicate. This case has the form of a moral high stake 
Hi-Lo case. We can either together save the larger group (Hi, Hi) or the lone person 
(Lo, Lo), but no one will be saved if we go to different buildings, (Hi, Lo) or (Lo, Hi). 

Other examples come from the climate change context. The most straightforward 
and common cases are choices between climate actions that require extensive infra-
structure to work and where each party’s contribution to the infrastructure is crucial. 
One pair of coordinated climate options (Hi, Hi) might be better than another (Lo, 
Lo), but (Hi, Lo) and (Lo, Hi) would be worst, because unilaterally going for one 
option would provide an insufficient infrastructure. To take a mitigation case, ‘Hi’ 
can be electrification of aviation and ‘Lo’ expansion of fast trains. Both parties going 
for electrification of aviation is better than both going for expansion of fast trains, 
because of the time benefits of flight travel. But unilateral choice would not provide 
sufficient infrastructure for either aviation or expansion of fast trains. Instead, the 
unilateral choice would only incur futile costs. Similar cases can be constructed in 
which the choice is between different energy systems, for example, hydro and wind 
versus nuclear. 

Another case is an adaption case, where the choice is between two adaption strate-
gies against flooding: building seawalls and relocating the population. Both parties 
going for building seawalls is better than both going for relocation, because no one is 
forced to move if seawalls are built. However, the mixed options are worse because 
then not enough infrastructure will be put in for the seawalls to be effective and 
people will still have to relocate. To make things more concrete, assume that two 
neighbouring nations are each threatened by sea-level rise, where they share a salient 
geographic border. Without both nations building seawalls there would be flooding. 
If only one nation builds a seawall, the flood waters will just be pushed toward the 
part of their shared geographic boundary that is uncovered, and the same damage will 
occur, with the water just taking a different (slower) route. The country that built the 
wall will eat the entire cost of building the wall, which will then be useless. 

As pointed out above, moral Hi-Lo cases may show up in a more indirect way as 
well, when a decision we face have the form of a Prisoner’s Dilemma that can be 
transformed to a moral Hi-Lo case. One famous illustration is the so-called Polluter’s 
Dilemma, which has the structure of a Prisoner’s Dilemma.8 Suppose A and B (who 
can be nations or individuals) have two options: not pollute (cooperate) and pollute 

 
8 For a thorough discussion of when a pollution case is best seen as a case of a Prisoner’s Dilemma, see Pellikaan 
and van der Veen (2002). 
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(defect). The Pareto-optimal outcome is one in which both do not pollute. But it is 
not an equilibrium, since each agent would be better off unilaterally defecting and 
polluting. This assumes that the pollution produced by each agent is not significant 
enough to outweigh the benefits of not having to pay for making production pollu-
tion-free.9 To get a moral Hi-Lo case it is enough to assume that both cooperating and 
not polluting is better than both polluting, which is better than one polluting and 
the other not polluting. In some cases, e.g. climate cases, the agents in the decision 
problem may not stand to benefit themselves but all benefits go to a third party (fu-
ture generations). The problem would then not have the structure of a traditional 
Prisoner’s Dilemma, but it could still be transformed into a moral Hi-Lo problem, if 
the agent-neutral ranking is this: (Hi, Hi) is better than (Lo, Lo), which is better than 
both (Hi, Lo), (Lo, Hi). 

4. Assumptions and definitions 
In the following we shall clarify the framework for our discussion, which we largely 
adapt from Regan (1980) who has framed the subsequent discussion. We are dealing 
with objective moral theories, according to which rightness depends on the facts, not 
the agent’s beliefs or evidence about the facts. In contrast to game theory and decision 
theory, information and subjective probabilities are not normatively relevant.10  

It is true that many authors find it necessary to add more information to the agents 
about the cases. As pointed out above, Regan’s own strategy is to transform the moral 
Hi-Lo case into a coordination game where the agents have information about its 
structure. However, since our analysis is focusing on objective duties, we do not need 
such assumptions.  

Second, we start from an individual duty perspective. The question is what each 
individual ought to do. As we shall see, some authors want to introduce collective 
duties, and our starting point does not exclude this possibility, since one could argue 
that individual duties can be derived from collective ones. 

Third, in contrast to Regan who is concerned with act utilitarianism only, we are 
dealing more broadly with moral theories that are teleological in the following weak 
sense: theories that can be given a maximizing teleological representation, where 
rightness of an action is determined by the highest-ranked outcome (at least if other 
 

 
9 It is controversial whether this applies to national agents in climate change, since one could argue that here the 
pollutions are significant, at least for big emitters such as the US and China. For overviews of the relevance of 
Prisoner’s Dilemma to climate change, see Chander (2018) and Magli and Manfredi (2022). 
10 Regan allows for objective probabilities as well, but as pointed out by Rabinowicz (1989), this creates more 
problems than benefits. Since probabilities play no role in his argument anyway, we ignore this possibility. 
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things are equal). This outcome can be an outcome of a group-action of which the 
individual action is a part. 

Finally, we assume that each available alternative for an individual agent has a 
determinate morally relevant outcome given the pattern of behavior of the other 
agents. 

We shall also list some properties of moral theories (denoted T) relevant for our 
arguments.  

 
• T is universally satisfied in some pattern of actions iff all agents do what T 

requires of them in this pattern. 

• T is individually maximizing (IM) iff for any agent, in any choice situation, if 
the agent satisfies T in that situation, he produces by his act the ‘best’ conse-
quences he can possibly produce in that situation. This is a generalization of 
Regan’s PropAU. 

• T is collectively maximizing (CM) iff for any pattern of actions in which T is 
universally satisfied, the class of all agents produce by their acts taken to-
gether the ‘best’ consequences that they can possibly produce by any pattern 
of behavior. This is Regan’s PropCOP, which is one version of what is often 
called moral harmony.  

• T is strongly collectively maximizing (SCM) iff for any situation involving 
choices by any number of agents, the agents who satisfy T in that situation 
produce by their acts taken together the ‘best’ consequences that they can 
possibly produce by any pattern of behavior, given the behavior of agents 
who do not satisfy T. This is Regan’s property of T being Adaptable. As point-
ed out by Regan (1980: 107), ‘T is SCC’ entails ‘T is CM’. 

 
The reason we talk about best in square quotes is that it is meant to also capture the 
case where the relevant consequences are at least as good as that of any other relevant 
alternative. 

Note that the property of being IM is defined in an unqualified way, i.e., for any 
choice situation. We shall later discuss the prospect of theories being IM only in 
certain specific choice situations. 
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5. Why are moral Hi-Lo cases a problem for act 
utilitarianism? Generalizing the challenge and two 
strategies to address it 
Regan presented his Whiff/Poof case as a problem for act utilitarianism. We have al-
ready hinted at what the problem is: In the Whiff/Poof case, given that the agents act 
independently of each other, there are two patterns of actions, where act utilitaria-
nism is universally satisfied, (Push, Push) and (Not-push, Not-push). In (Not-push, 
Not-push), the agents together do not produce the best possible consequences they 
possibly can. Hence, act utilitarianism is not CM. 

However, there is a simple generalization of the challenge at hand. Consider any 
theory which is individually maximizing applied to a two-person moral Hi-Lo prob-
lem. Any such theory is universally satisfied in the pattern (Lo, Lo), and therefore it 
is not collectively maximizing. Hence, no theory which is individually maximizing 
can be collectively maximizing. This result should not be surprising, since (Lo, Lo) is 
a coordination equilibrium and the concept of a coordination equilibrium is defined 
from an individually maximizing perspective. 

There seem to be two possible strategies to address this challenge. One is to reach 
for a theory which is only CM and thus giving up the requirement that it should also 
be IM. Call this the non-reframing approach. For this approach, the standard two-
person choice situation still has only two options, Hi or Lo. We could imagine both 
individualist and collectivist versions of this strategy. As an individualist example, 
consider a simple rule consequentialism, according to which you should always 
follow the best rule, i.e. the rule that would have the best consequences if everyone 
followed it. This theory would tell each agent to do Hi, since the best rule would 
require both to do Hi. But consider also a simple collectivist version, which would 
tell each person to do their part in the collective duty to do the best we can do to-
gether. Since the best we can do together is that both do Hi, each agent ought to do 
Hi. 

The non-reframing approach is really a non-starter, however, since it would im-
plausibly require each agent to do Hi, even if a catastrophe would ensue. In fact, we 
are uncertain if anyone seriously would want to defend it. There is one qualification, 
though, because the argument is based on high-stake situations. Imagine a low-stake 
situation, where the value of the third-best outcome is not very much worse than the 
value of the best. Here, there could be a hard choice whether or not we should accept 
that a collectively maximizing theory might involve some relatively minor costs or 
harms for individuals. It is defensible to accept such costs in low-stake situations. 
Nonetheless, a collectively maximizing theory can only be plausible if it rejects such 
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costs in high-stake situations, which is to accept that collective maximization does not 
apply universally. 

Hence, the conclusion is that no theory should be CM. But given low-stake cases, 
perhaps no theory should be IM either. The best theory might combine individual 
and collective elements. It is clear, however, that a theory should agree with individual 
maximization in high-stake cases. 

The other strategy we call the reframing approach. This approach accepts that IM 
theories cannot be CM in the standard moral Hi-Lo case. The aim is to reframe or 
transform the standard case to a situation where an IM theory can be CM. This 
reframing is done by altering the existing options of the original case or adding one 
or more options to them and thereby creating new compound alternatives. As we will 
see, these new compound alternatives need not be compound actions (strictly speak-
ing); there may instead be combinations of attitudes and actions, or reasoning pro-
cesses and actions. Though this approach confirms that the original challenge cannot 
be met, it might of course still be of interest to see if a theory can be both IM and CM 
in such reframed and perhaps more realistic Hi-Lo cases. 

There are many different instances of the reframing approach, including the ones 
defended by Regan (1980), Zimmerman (1996), Portmore (2018), Pinkert (2015), 
Schwenkenbecher (2021), and Goodin (2012). Let us start with quoting a short sum-
mary of Regan’s (1980: 135f.) approach, which appears to have been an inspiration 
for most re-framers (italics added): 

“Each agent should 

• be willing to take part in a joint attempt to produce the best consequences 
possible by co-ordinating his behaviour with the behaviour of other agents 
who are willing 

• consider the other agents involved in the co-ordination problem he is making 
a decision about and determine which of those other agents are available to 
be co-operated with. 

• ascertain how other agents who are not (for whatever reason) available to be 
co-operated with are behaving or disposed to behave 

• identify the best possible pattern of behaviour for the group of co-operators 
[…] given the behaviour (or dispositions to behave) of the non-co-operators 

• do his part in the best pattern of behaviour just identified.” 
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Regan presents his theory as a non-exclusively act-oriented IM theory which is also 
generally SCM.11 It is designed as a decision procedure which determines which of 
the acts available in the original situation (Hi or Lo) is the right one to choose under 
the circumstances. But it is clear that he is re-framing the situation, since he adds that 
each agent should not just perform a certain action but also have a certain willingness, 
and moreover consider, ascertain, and identify aspects of the aspects of the choice 
situation. 

The original options, i.e. simply choosing without going through (or fail or reject) 
the procedure, are not mentioned by Regan and presumably they are not available. 
Instead, the theory tells you to go through a procedure, consisting of a number of 
preparatory steps and concluding in the actual choice of an action. 

Zimmermann is also re-framing. He presents a revised version of his preferred 
individually maximizing theory, according to which “(d)oing the best one can must 
be accompanied by the adoption of a certain attitude” (italics added).12 This is a clear 
alteration of the options in the original Hi-Lo case. 

Here are other examples of what re-framers propose: 
 
• Be willing to cooperate with others who are willing (Sugden 2015) 

• Form a disposition to cooperate (Portmore 2018; Pinkert 2015) 

• Make a cooperative commitment (Goodin 2012) 

• Take a cooperative attitude (Zimmerman 1996) 

• Do we-reasoning (Bacharach 2006; Schwenkenbecher 2021) 

• Say or signal that one is cooperative (Schwenkenbecher 2021) 

• Identify cooperators (Regan 1980) 
 
We suggest that these proposals can be summarized as adding a new option of ‘taking 
a cooperative stance’ (Cop). (Note that this extra option need not be an action, strictly 
speaking.) So, instead of just having the alternatives doing Hi or doing Lo, we now 
have the alternatives: 

 
 

 
11 Even though the procedure involves acquiring certain beliefs, Regan boldly claims that it is a completely 
objective theory. But this appears doubtful, since acting rightly according to the theory depends on having the 
correct beliefs. 
12 Zimmerman (1996: 263). 
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• doing Hi/Lo while or after13 taking a cooperative stance (Cop&Hi, Cop&Lo) 

• doing Hi/Lo while or after refusing to take a cooperative stance (¬Cop&Hi, 
¬Cop&Lo) 

 
We assume that taking a cooperative stance entails that one is successfully cooperative 
(in the pursuit of value). Of course, this is not always true. One can take a cooperative 
stance and fail to be cooperative, because of weakness of will, dishonesty, or lack of 
crucial information. But we want to make the best case for the re-framers. We will 
assume that in the Hi-Lo two-agent case, being successfully cooperative entails being 
such that 

• one would do Hi, if the other agent were to do Hi. 

Note that to make taking a cooperative stance available in the choice situation is to 
reject the assumption which is a defining characteristic of Regan’s original problem, 
namely that the agents are disconnected in the sense that they choose independently of 
each other. For if one agent takes a cooperative stance, this is one way she can connect 
to the other agent in the sense that if the other agent did Hi, she would respond with 
Hi.14 

Refusing to connect is being such that one chooses independently of the other 
agent. We shall in particular be concerned with the case where both agents do Lo, in 
which case not taking a cooperative stance entails that: 

• one would do Lo, even if the other agent were to do Hi. 

In the general case of any group of agents G, a member of G taking a cooperative 
stance towards G entails  

• one would do Hi, if all other members of G were to do Hi. 

For our argument we only need these plausible ways of (not) taking a cooperative 
stance. Furthermore, we shall conduct our argument concentrating on the standard 
two-person case. In this case, the reframed situation looks like this: 

 
13 For some re-framers, it is important that taking a cooperative stance (or not) may be at a time earlier than the 
choice between ‘Hi’ and ‘Lo’ so the other may be able to respond to the stance. We discuss cases where this 
issue becomes important below. 
14 It is also possible to attempt to connect by taking an uncooperative stance, i.e. fulfilling the condition ‘One 
would do Lo if the other agent were to do Hi, and one would do Hi, if the other agent were to do Lo’. Bykvist 
(forthcoming) calls this ‘the contrarian option’. It was first envisaged by Feldman (1986). It plays no role in our 
argument, and we shall therefore not include it in the model.  
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Table 6. The re-framed choice situation 

 

B 

Cop ¬Cop 

Hi Lo Hi Lo 

A 

Cop 
Hi 10 n.a. 10 0 

Lo n.a. 6 0 6 

¬Cop 
Hi 10 0 10 0 

Lo 0 6 0 6 

 
N.a. (not applicable) signifies an impossible combination. A cannot fulfill the Cop-
condition ‘if B were to do Hi, then A would do Hi’, if A does Cop&Lo when B does 
Cop&Hi, and vice versa. 

This matrix makes it clear that re-framers are changing the topic, simply because 
the availability of new alternatives reflects that the original assumption of indepen-
dent choices has been rejected. In other words, the reframed situation is a changed 
situation. Could it nevertheless be argued that these alternatives were available in the 
original situation, in other words, that the characterization of the original case ignor-
ed certain available options?  

It is clear that the original case has been changed, if taking a cooperative stance is 
identified with a physical action, like saying or signaling that one is cooperative, identi-
fying cooperators, or making others cooperative. These physical actions need not be 
available to an agent, not even implicitly. But perhaps the option of taking a coopera-
tive stance can be seen as implicit in the original case, if they are identified with mental 
acts, such as doing we-reasoning. This is not clear, however, since on the most famous 
account of we-reasoning (Bacharach’s 2006), such reasoning is not a voluntary option. 

There is no need for us to decide exactly when the original case can be said to be 
changed, since our main aim is to examine under which conditions satisfaction of a 
theory being IM is compatible with it being CM. 

6. The prospects for a cooperation-friendly 
harmonization of individual and collective 
maximization 

6.1 The Nice Case 
What Regan thought he could achieve with his decision procedure is a coordination 
game where both take a cooperative stance. This is true. See Table 7. 
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Table 7. The nice case 

 
B 

Cop&Hi Cop&Lo 

A 
Cop&Hi 10 n.a. 

Cop&Lo n.a. 6 

 
In this situation, if B does Cop&Hi, it is IM for A also to do Cop&Hi. In fact, there is 
no other choice available! The same holds for B. Any IM theory is universally satisfied 
in the pattern (Cop&Hi, Cop&Hi) and thus trivially satisfies being CM. But note this 
only holds, if taking a cooperative stance involves no costs, a topic we will come back 
to below. 

6.2 The challenge from disconnection 
Suppose that there is a mutual disconnection between the agents in the sense that 
choosing Cop would not make the other agent choose Cop. Suppose further that both 
A and B choose ¬Cop&Lo (marked in bold in table 8). Consider Table 8. In the yellow 
area, you find the nice case. The grey column shows the available outcomes from A’s 
point of view, when B does ¬Cop&Lo, and A cannot do anything to make B choose 
Cop. As can be seen, even if A were to do Cop, the best she can do in that case is also 
to choose Lo (the value would be 6, which is marked by green), since her cooperative 
stance would have no effect on B. In other words, A can do nothing to move B into 
the nice case. Choosing ¬Cop&Lo would have the same value (again with value 6, 
marked green). The same holds for B, since the situation is exactly symmetrical. 
Hence, we get the result that any theory that is IM in this situation is universally 
satisfied in the pattern (¬Cop&Lo, ¬Cop&Lo). But this pattern is not CM. We are in 
effect back to the predicament of the original case where both agents do Lo and no 
agent can influence the other agent’s actions. Furthermore, note that there is a tie for 
each agent between choosing (¬Cop&Lo) and (Cop&Lo) when it comes to IM, since 
each option would lead to an outcome with value 6. 

 
Table 8. The case of disconnection 

 

B 

Cop ¬Cop 

Hi Lo Hi Lo 

A 

Cop 
Hi 10 n.a. 10 0 

Lo n.a. 6 0 6 

¬Cop 
Hi 10 0 10 0 

Lo 0 6 0 6 
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Would things change if one of the agents took a cooperative stance? Many re-framers 
think that in that case the non-cooperative agent would no longer be an individual 
maximizer, since the cooperative agent is such that she would respond with a Hi to a 
Hi. The cooperative agent should then choose what is IM under the circumstances, 
which in the case of Table 8 would be Cop&Lo.15 

But it need not be true that the non-cooperative agent is not IM if we consider a 
diachronic case in which the cooperative agent acts first. In this case, it would be IM 
for the cooperative agent to choose Cop&Lo, since the other agent is uncooperative 
and would choose Lo, no matter what she did. Now, once Lo has been chosen by the 
cooperative agent, the uncooperative agent faces a choice between Hi (with or with-
out Cop), which would lead to an outcome of value 0, and Lo (with or without Cop), 
which would lead to an outcome of value 6. So, choosing ¬Cop&Lo would be an IM 
option for the uncooperative agent. So, if the cooperative agent chooses Cop&Lo and 
the uncooperative chooses ¬Cop&Lo, they are each choosing what is IM. But this act-
pattern is not CM. The situation can be illustrated with the following tree diagram: 

 
Figure 1. A diachronic case 

 
 
 
 
 
 
  
 
 
 
 
Suppose A is the cooperative agent, and B is the uncooperative agent. A bold line 
indicates what is actually chosen or would be chosen. Going up for A means choosing 
Cop&Hi; going down for A means choosing Cop&Lo. Going up for B means 
choosing Hi (with or without Cop); going down for B means choosing Lo (with or 
without Cop). (We have omitted the branches that involve A choosing ¬Cop, since 
they do not make a difference for the argument.) It is clear that if A chooses Cop&Lo 
at T1, this is an individually maximizing choice. Once this has been done, B would 

 
15 In a larger group, an individually maximizing theory would still be SCM when the subgroup of cooperative 
agents together chooses the best outcome, given the behavior of the non-cooperative agents. Regan (1980) 
considers this feature a major advantage of his theory. 
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A
B
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The Institute for Futures Studies. Working Paper 2024:4 

83 

be an individual maximizer if she were to choose ¬Cop&Lo at T2. But this act combi-
nation is not CM.  

Note that how this situation differs from the synchronic one, where both agents act 
at the same time. In that case, since A is cooperative and would do Hi if B did Hi, B 
does not perform an IM action by doing Lo. If she had done Hi instead, A would have 
done Hi and the outcome of value 10 would have been achieved. This also holds for 
the diachronic case where the uncooperative B acts first. If B chooses Lo at T1, she 
does not act in an IM manner, since if she had done Hi instead at this time, A would 
have followed it up later at T2 with a Hi and the outcome with value 10 would have 
been achieved. 

6.3 Adding the value of being cooperative 
Many re-framers work from the intuition that refusing to cooperate (choosing ¬Cop) 
is wrong. They are willing to accept that if they face someone who would not 
cooperate and chooses Lo, the best you can do is to choose Lo. But they find it hard 
to “allow two wrongs to make a right” (Zimmermann 1996: 257), which seems to be 
the case for a theory which is universally satisfied by the pattern (¬Cop&Lo, 
¬Cop&Lo). Hence, in that case, the theory should require Cop. It does not make the 
outcome better,16 but it allows the theory not to violate the property of being SCM. 

But note that a theory which merely stipulates that refusing to cooperate (choosing 
¬Cop) is wrong jeopardizes the property of being IM. One might think that one could 
address this problem by assigning some extra final value v to an outcome if it results 
from Cop rather than ¬Cop. The matrix would then look like this. 
 
Table 9. Added value of being cooperative 

 

B 

Cop ¬Cop 

Hi Lo Hi Lo 

A 

Cop 
Hi 10+2v n.a. 10+v 0 

Lo n.a. 6+2v v 6+v 

¬Cop 
Hi 10+v v 10 0 

Lo v 6+v 0 6 

 
Note that by adding this value v we are breaking the tie for A: ¬Cop&Lo is no longer 
an IM choice; Cop&Lo would have a better outcome with value 6+v. Suppose that B 
is choosing ¬Cop&Lo and would do so, no matter what A did. Then choosing 
Cop&Lo is the only IM choice for A, as can be read from the grey column. But this 

 
16 As pointed out by Feldman (1986). 
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maneuver does not help in general. If A acts first, then B will later have a choice 
between doing Cop&Lo with value 6+2v, doing ¬Cop&Hi with value v, and doing 
¬Cop&Lo with value 6+v. So, choosing Cop&Lo would be an IM choice for B. But 
the combination (Cop&Lo, Cop&Lo) is not CM. So, even if we have managed to 
break the tie for A, we still have not succeeded in establishing harmony between IM 
and CM in this case. 

6.4 A stronger form of connection 
We have seen that we cannot combine CM and IM in all cases where there is one agent 
who is not taking a cooperative stance. Let us now look at cases where one can do 
Cop and at the same time make sure that the other agents take a cooperative stance, 
perhaps by ‘getting assurance’ that the other person will cooperative, as in Sugden 
(2017), ‘promote’ cooperation as in Cripps (2013), or create a collective agent as in 
Collins (2019). Consider the situation in Table 10 from A’s point of view, where 
‘Cop*’ is defined as  

 
• one would do Cop and at the same time make sure the other agent does Cop. 

 
Table 10. Making the other agent taking a cooperative stance 

 B 

Cop* Cop ¬Cop 

Hi Lo Hi Lo Hi Lo 

A 

Cop* 
Hi 10 n.a. 10 n.a. n.a. n.a. 

Lo n.a. 6 n.a. 6 n.a. n.a. 

Cop 
Hi 10 n.a. 10 n.a. 10 0 

Lo n.a. 6 n.a. 6 0 6 

¬Cop 
Hi n.a. n.a. 10 0 10 0 

Lo n.a. n.a. 0 6 0 6 

 
Suppose B does not take a cooperative stance, but chooses ¬Cop&Lo. If A were to 
take a strong cooperative stance (Cop*) towards B, she would make B take a coopera-
tive stance towards her and thereby move her into upper right orange area doing 
Cop&Hi. The outcome would then be 10 (blue). Any other act by A would have a 
worse outcome (red). (It is possible that B would even want to do Cop*&Hi, thereby 
moving into the green area). 

Suppose the same holds from B’s point of view. Then any IM theory is universally 
satisfied in the patterns (Cop*&Hi, Cop&Hi), (Cop&Hi, Cop*&Hi) and (Cop*&Hi, 
Cop*&Hi), and thus also CM. Hence, we have found other cases than the ‘nice case’ 
(yellow area) where there is harmony between IM and CM. But it is important to note 
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that merely adding the option of taking a cooperative stance (Cop) does not help. Nor 
does it help to assume that one agent is taking the cooperative stance, as we pointed 
out in section 6.2. We also need to assume that the agents’ Cop-actions are mutually 
connected. 

This example can also be used to fulfil another aim of this paper: to show that 
cooperation is not necessarily involved in the act-patterns that are both IM and CM. 
For suppose both A and B choose ¬Cop&Hi. Any individually and collectively maxi-
mizing theory is universally satisfied in this pattern too (green). In order to make (Hi, 
Hi) combinations involving one or two Cop*-stances better solutions, these outcomes 
need to be assigned an extra final value v, perhaps because being cooperative itself has 
final value, as we discussed in section 6.3. 

6.5 Taking a costly cooperative stance  
So far, we have assumed that taking a cooperative stance is cost-free. But this is a very 
unrealistic assumption. There are two ways, in which taking a cooperative stance 
might involve costs to the outcome. One is that it may have unintended negative 
moral consequences, which must be subtracted from the value of the outcome.17 This 
is something almost any kind of act risks, with some probability. We shall ignore this 
possibility in our argument, since it is not relevant in our framework which assumes 
that each available alternative for an individual agent has a determinate morally 
relevant outcome given the pattern of behavior of the other agents.  

We find it more important that taking a cooperative stance, in most cases at least, 
appears certain to involve a personal cost in terms of spent time and energy for the 
agent who undertakes it.18 If only this cost is positive, however small, it will have a 
dramatic effect on the evaluation of the outcomes in the cases where successful 
coordination is achieved. Consider Table 11: 

 
 
 
 
 
 
 
 

 
17 Regan himself (1980: 267ff.) introduced the possibility of a mad telepath, but he did not consider it a serious 
problem. However, most commentators have used this example against him. 
18 Regan (1980: 267ff.) also considers costs of this kind, but – as Zimmerman (1996: 260) says – he deliberately 
ignores them. 
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Table 11. The cooperative stance involves a cost 

 

B 

Cop(*) ¬Cop 

Hi Lo Hi Lo 

A 

Cop(*) 
Hi 10-2c n.a. 10-c -c 

Lo n.a. 6-2c -c 6-c 

¬Cop 
Hi 10-c -c 10 0 

Lo -c 6-c 0 6 

 
Remember there are two ways to achieve coordination: either if both agents take a 
cooperative stance (what we called the ‘nice case’ above) or if one agent takes the 
strong form of a cooperative stance (cop*). Now we assume that taking a cooperative 
stance (choosing Cop(*), i.e., either Cop or Cop*) involves a (morally relevant) per-
sonal cost of c. We contrast choosing Cop(*) with choosing ¬Cop, which serves as the 
baseline in terms of costs. 

It is clear from Table 11 that no IM theory is universally satisfied in the pattern 
(Cop&Hi, Cop&Hi). It is also not the pattern where the agents together produce the 
best possible consequences they possibly can; this price goes to the pattern (¬Cop&Hi, 
¬Cop&Hi) (blue). Ironically, a theory which were to be CM in this situation would 
have to recommend the agents not to take a cooperative stance. 

Finally consider how a costly cooperative stance affects ‘breaking the tie’. Remem-
ber that the tie came up if one agent were to choose ¬Cop. Then the other could 
equally well choose ¬Cop as Cop. This tie could be broken by assigning some final 
value to choosing Cop. Then (see Table 12), if one agent were to choose ¬Cop&Lo, 
the IM choice by the other would be Cop&Lo, and similarly, if one agent were to 
choose ¬Cop&Hi, the IM choice by the other would be Cop&Hi. 

 
Table 12. Breaking the tie 

 

B 

Cop ¬Cop 

Hi Lo Hi Lo 

A 

Cop 
Hi 10+2v n.a. 10+v v 

Lo n.a. 6+2v v 6+v 

¬Cop 
Hi 10+v v 10 0 

Lo v 6+v 0 6 

 
But now assume that Cop involves a (morally relevant) personal cost c. This means 
that every v should be replaced with v-c (Table 13). There are three cases to consider.  
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Suppose first that v>c. Then the situation in Table 12 is not affected, the tie is still 
being broken (green combinations in Table 13). 

 
Table 13. Breaking the tie in spite of costs 

 

B 

Cop ¬Cop 

Hi Lo Hi Lo 

A 

Cop 
Hi 10+2v-2c n.a. 10+v-c v-c 

Lo n.a. 6+2v-2c v-c 6+v-c 

¬Cop 
Hi 10+v-c v-c 10 0 

Lo v-c 6+v-c 0 6 

 
Suppose next that v=c. Then the tie is back (Table 9 above), because v and c cancel 
each other out.  

Finally, suppose that c>v. The colors in Table 14 are changed from Table 13 to 
match this situation. 
 
Table 14. Attempting to break the tie involves a net cost 

 

B 

Cop ¬Cop 

Hi Lo Hi Lo 

A 

Cop 
Hi 10+2v-2c n.a. 10+v-c v-c 

Lo n.a. 6+2v-2c v-c 6+v-c 

¬Cop 
Hi 10+v-c v-c 10 0 

Lo v-c 6+v-c 0 6 

 
Suppose the other agent were to choose ¬Cop&Lo. Then the IM choice by the other 
would be to likewise choose ¬Cop&Lo. Any IM theory is universally satisfied in this 
combination; but it is not CM. Hence, we are back in the original problem. A costly 
Cop does nothing to overcome it. On the contrary, in (¬Cop&Hi, ¬Cop&Hi) any IM 
theory is universally satisfied, and this combination is also CM. Any unilateral choice 
from a cooperative stance will make things worse. 

7. Concluding Remarks 
The analysis shows that the challenge raised by the original moral Hi-Lo problems 
stems from the fact that the agents choose independently of each other and are unable 
to influence each other. In this case, any IM theory is universally satisfied if each agent 
chooses Lo, but no such theory can be CM. 
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An attempt to give up the requirement that a theory should be IM and go for CM 
theory instead would lead to a catastrophe in high-stake Hi-Lo cases, and is thus not  
a viable option. However, it may be an option in low-stake cases, if the costs are not 
considered prohibitive.  

It seems a better prospect to break the independence by attempting to connect 
cooperatively with the other agent in some way. However, this amounts to reframing 
of the choice situation and is thus changing the topic, at least if the reframing involves 
adding physical actions. 

In the ‘nice case’, where each agent takes the cooperative stance, the IM option is 
also CM. For this reason, it seems natural to suggest that there should be a duty to 
take a cooperative stance. But if taking a cooperative stance involves a cost, the pattern 
where both do ‘Hi’ is no longer neither IM nor CM. 

However, suppose that only one of the agents take a cooperative stance. If the other 
does Lo under these circumstances, the best the cooperative agent can do is also to do 
Lo. But this is not CM. To take a cooperative stance makes no difference in this case. 
The theory could be adjusted so as to assign taking a cooperative stance some final 
value in itself, such that it becomes the uniquely best answer for the agent. But the 
theory is still not CM. Hence, no IM theory, even if it is not exclusively act-oriented 
by allowing for unilaterally taking a cooperative stance, can be CM in all cases. 

Suppose finally, by assuming that it is possible for an agent to successfully influ-
ence the other. The pattern (Hi, Hi) resulting from both taking a cooperative stance 
would be both IM and CM. But again, this only holds if taking a cooperative stance 
involves no cost. Collective maximization is satisfied only in the pattern (Hi, Hi) 
resulting from not taking a cooperative stance, in which individual maximization is 
also universally satisfied. 

Going for a SCM theory rather than a merely CM one is to accept in cases of 
disconnection there is reason to make the best of the situation with those who are 
connected. This may be all right. 

The lesson we draw is that a moral solution to a moral Hi-Lo problem is effective 
only if all agents become convinced and motivated through calls for coordinated 
action. But an attempt to convince others is likely to involve costs, whereby the 
coordinated action is no longer guaranteed to be collectively maximizing. Hence, it 
is not easy to have to both ways even if we reframe the original Hi-Lo case. 
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choices, such as driving a gas-powered car, eating meat, and flying. According to 
Climate Anti-Natalism, for this reason, in many instances, it is wrong to create a 
new person, even if that person would have a good life. Arguments for Climate 
Anti-Natalism point to the harm that CO2 emissions cause, but they do not 
recognize any moral reason to create people with good lives. We identify a harm-
avoidance principle underlying arguments for Climate Anti-Natalism. We then 
show that any moral theory that accommodates this harm-avoidance principle has 
implausible implications. Such a theory either permits agents to create people with 
bad lives rather than with good lives, requires agents to harm people just to avoid 
imposing less harm on those same people, or permits agents to impose any amount 
of uncompensated harm. A reasonable response to this problem is to reject the 
harm-avoidance principle, thus undermining the case for Climate Anti-Natalism.  
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1. Introduction 
Empirical evidence suggests having a child generates more CO2 emissions than driv-
ing a gas-powered car, flying, and eating meat (Wynes and Nicholas 2017). At the 
same time, several ethicists have argued that producing large quantities of CO2 by 
having children is, morally speaking, no different from producing comparable quan-
tities of CO2 by such other means (Young 2001; MacIver 2015; Conly 2015; Hedberg 
2019, Rieder 2018; Burkett 2021). Some have gone as far as to claim that for many 
people in rich countries, having children is morally wrong, since the CO2 emissions 
from having children contribute to the harm of climate change and are inessential for 
a decent life (Burkett 2021). Let us call the claim that it is wrong to have children be-
cause it would contribute to the harm of climate change climate anti-natalism.  

The arguments for climate anti-natalism neglect some important questions. This 
paper focuses on the most central neglected question: can the fact that a person would 
exist with a good life, by itself, provide a moral reason to create this person? Once this 
question is brought into focus, it quickly becomes apparent that climate anti-natalists 
have no easy answer to it. For grappling with the question requires us to dive into the 
thorny field of normative population ethics, in which every theory is deeply proble-
matic. The theories most naturally suited to climate anti-natalism are those built 
around the idea that while we have moral obligations to avoid harming people, we 
have either no moral reason whatsoever, or at least no requiring moral reason, to cre-
ate people with good lives.  

The debate around climate anti-natalism is therefore related to debates in popula-
tion ethics about what has become known as the Asymmetry. In its moral reasons vari-
ation, the Asymmetry states that, when other things are equal, we have moral reason 
to avoid creating people with bad lives, but no moral reason to create people with 
good lives when the alternative is to create no one. The Asymmetry also has a deontic 
formulation, according to which, when other things are equal, we are morally re-
quired not to create people with bad lives, but not to create people with good lives 
when the alternative is to create no one. Underlying the deontic version of the Asym-
metry is a claim that we call harm-avoidance: it can be morally impermissible to harm 
individuals, but refraining from creating individuals with good lives is morally per-
missible, other things being equal. More generally, some have claimed that in a 
certain restricted class of choice situations, which we identify in §2.1, an option is 
impermissible only if it does harm. Call this the harm-avoidance account of the Asym-
metry. 

Several moral theories are based on the harm-avoidance account. Call any such 
theory a harm-avoidance theory. As many have acknowledged, the simplest harm-avoid-
ance theories, those which morally require agents to minimize total harm, face an 
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especially troubling problem, the Problem of Improvable Life Avoidance, which we pre-
sent in §3. 

The search for a harm-avoidance theory that deals adequately with the Problem of 
Improvable Life Avoidance is underway. In this paper, we argue that this search is ill-
starred. Any harm-avoidance theory either faces some no less troubling variant of the 
Problem of Improvable Life Avoidance, permits agents to create people with miserable 
lives rather than with good lives, or permits inflicting any amount of harm, thus giv-
ing inadequate consideration to harm-avoidance. 

We begin, in §2, by making ‘harm-avoidance’ more precise, explaining in greater 
detail what we take to count as a harm-avoidance theory, and identifying a defining 
feature of any such theory, a commitment that we call Harmless Permission (cf. §2.4). 
In §3, we present the Problem of Improvable Life Avoidance. In §§4–5, we scrutinize four 
state-of-the-art harm-avoidance theories as case studies, specifically those recently put 
forward by Michael McDermott, Joe Horton, Teruji Thomas, and Abelard Podgorski. 
These theories seem to offer an adequate response to the Problem of Improvable Life 
Avoidance, but they encounter other, no less severe, problems. By exposing the 
problems these theories face, we identify three plausible principles: Weaker Dominance 
Addition (cf. §4), Weak Improvable Life Acceptance (cf. §5.1), and Limit Permissible Harm 
(cf. §5.2). In §6, we prove that no harm-avoidance theory can satisfy all three prin-
ciples. Finally, in §7, we conclude with some reflections on what this means for 
climate anti-natalism. Our result casts doubt on the harm-avoidance account, and 
points toward the existence of moral requirements to create people with good lives. 
In other words, our result undermines the case for climate anti-natalism. While it is 
still possible to defend climate anti-natalism on grounds other than harm-avoidance, 
a convincing alternative case is yet to be made. 

2. The Harm-Avoidance Account and General 
Theories 
According to the harm-avoidance account, in certain choice situations, an option is 
impermissible only if it does harm. In this section, we spell out what the relevant 
choice situations are, and what counts as a harm-avoidance theory. 

There are four points of clarification regarding harm-avoidance theories: their 
domain of application (§2.1); their characterization of ‘harm’ (§2.2); the various con-
ceptual framings they can adopt (§2.3); and what they take to be the moral signifi-
cance of creating well-off people (§2.4). Regarding the final point, according to our 
classification, a harm-avoidance theory can recognize a special exception to the rule 
that harmless options are permissible, namely an exception for non-identity cases, or  
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cases in which the agent can create a new person (or people) but can determine which 
new person (or people) will exist. 

2.1 Domain restriction 
A theory based on the Asymmetry could be a fully general theory of the permissibility 
of options.4 However, most theories we will discuss are not clearly intended to be 
fully general. Their proponents either explicitly assume, or are most charitably 
interpreted as assuming, that the application of the theories they defend is restricted 
to normative population ethics—the part of moral philosophy concerned with the 
permissibility of options that may affect the (i) number, (ii) identities, and (iii) well-
being levels of people, and where permissibility facts supervene on facts about (i)–
(iii). Considerations other than (i)–(iii), such as personal virtue, agent-relative prero-
gatives, special obligations, and whether agents lie, cheat, and steal (without affecting 
the number, identities, and well-being levels of people) are typically sidelined.5 
Among the theories we discuss in §4–5, there is one minor exception. Joe Horton 
(2021) defends a theory, which we shall include in our classification of harm-avoid-
ance theories, according to which a necessary condition for an option to be imper-
missible is that it affects a non-consenting individual. But this minor exception aside, 
harm-avoidance theories are concerned only with how considerations (i)–(iii) affect 
permissibility. 

2.2 Harm 
The second point of clarification concerns ‘harm’. Harm-avoidance theories recognize 
only two types of harm as morally significant: comparative harm and existential 
harm.6 

Suppose your only options are A and B. If a certain person exists given the choice 
of either A or B, and is worse off given the choice of A, then A comparatively harms 
her. If she has a bad life given A but does not exist given B, then A existentially harms 

 
4 See, e.g., Bader 2022b; Cusbert & Kath 2018; McDermott 1982. 
5 Thomas (2022) explicitly assumes a domain restriction along these lines; ? do not mention the topic of domain 
restriction, but we will charitably interpret them as including it. ? seems to be assuming a restriction of this kind in 
his defense of the claim that an option is impermissible only if it harms someone. 
6 There are at least two other types of harm discussed in the literature on harm, but they are not relevant to our 
discussion. First, an option might impose non-comparative harm on an individual by creating her in an intrinsically 
bad state, or by creating her in a state which has an intrinsically bad aspect (Harman 2009; Shiffrin 1999). Second, 
an option might impose harm on an individual by making her worse off than she could have been in some 
specified possible outcome, where this outcome need not be one of the agent’s options . See  for a discussion of 
different types of harm. 
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her.7 The harm done by a chosen option is defined as comparative or existential rela-
tive to some alternative that the agent could choose. It is therefore possible that an 
option A comparatively harms someone relative to some alternative B, but existential-
ly harms the same person relative to some third alternative, C. 

For instance, suppose I face the decision represented in Table 1. The lifetime well-
being levels of people affected by my choice are represented numerically in the tables, 
where positive and negative numbers represent, respectively, positive and negative 
well-being, 0 represents neutral well-being, and ‘𝛺’ represents non-existence.8 
 
Table 1. Improvable Life 

 Pebbles  
Option 1 𝛺  
Option 2 −10  
Option 3 10  

 
In Improvable Life, Pebbles is existentially harmed by Option 2 relative to Option 1, 
since, given Option 2, Pebbles has a bad life, and she does not exist given Option 1. 
But Pebbles is comparatively harmed by Option 2 relative to Option 3, since, given 
Option 2, she is worse off than she is given Option 3. Following Jacob Ross, we will 
say that Pebbles has an improvable life in the outcome of Option 2. A person has an 
improvable life given the choice of some option, if the chosen option comparatively 
harms her. 

How much harm should we say Option 2 does in Improvable Life? One possibility 
is that the harm of an option has a certain magnitude relative to some alternative, but 
there is no such thing as the magnitude of the option’s harm full stop. For instance, 
one might claim that Option 2 does existential harm of magnitude 10 relative to Op-
tion 1, and comparative harm of magnitude 20 relative to Option 3, but there are no 
further facts regarding how much harm Option 2 does. The theories considered in §5 
are of this sort; they assume the magnitude of any morally significant harm is deter-
mined only relative to some alternative.9 

Another possibility is that there is such a thing as the magnitude of an option’s 
harm full stop. For instance, we could say that the magnitude of any comparative 
harm full stop is the difference between the harmed individual’s well-being in the 

 
7 On this distinction, see Bykvist (2006); McMahan (1981, 2013), Parfit (2017), Podgorski (2023), and Thomas 
(2022). 
8 Since at least Boonin (2014), characters from Hanna-Barbera cartoons have sometimes featured in debates in 
population ethics. We continue the tradition here. 
9 The qualification ‘morally significant’ is important. Technically, the theories considered in §5 leave open whether 
there is harm full stop; but if there is, then it is not morally significant on these theories. 
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outcome in which she is comparatively harmed and her well-being in the outcome in 
which, among the outcomes the agent can bring about, she is best off. On the other 
hand, if the only outcome in which the harmed person does not have negative well-
being is an outcome in which she does not exist, then the magnitude of the existential 
harm imposed on her is simply her negative well-being level. Those theories consider-
ed in §§3–4 are of this sort. 

On any harm-avoidance theory, the total harm of an option is the sum of all indi-
vidual comparative and existential harms done by the choice of that option; this is 
either total harm full stop or total harm relative to some alternative, depending on 
one’s theory. 

Finally, we acknowledge that the conception of ‘harming’ employed in this paper 
is somewhat non-standard, and may strike some readers as odd. There is an under-
standing of ‘harm’, as a verb, according to which whether the choice of some option 
harms someone depends on whether the option involves “doing” as opposed to a 
merely “allowing”. According to this understanding, if I choose an option that merely 
allows a certain person to drown, then I have allowed a morally significant harm, but 
I have not harmed the person, since I did not directly cause her drowning.10 Given our 
terminology, however, I do harm this person by allowing her to drown. Specifically, 
assuming she would have been better off had I done something other than allow her 
to drown, I comparatively harm her. This non-standard use of the active verb ‘harm’ 
serves mainly to abbreviate discussions of the cases we are interested in. Readers who 
find it odd that a mere allowing harms someone should feel free to interpret sentences 
such as ‘I harmed the person by letting her drown’ in some other way, such as ‘By 
letting the person drown, I brought about an outcome in which she was harmed’. 
What matters for our purposes is that some options for an agent result in harm that 
certain alternatives for that same agent avoid. It doesn’t matter substantively whether 
we describe these options as harming. Indeed, the moral relevance of the doing-allow-
ing distinction is yet another deontic consideration that is typically bracketed in 
discussions of normative population ethics. 

2.3 Conceptual framing 
Harm-avoidance theories are often couched in terms of ‘complaints’, or ‘objections’ 
on behalf of a person who suffers harm as a result of the agent’s choice.11 One reason 
for this is related to our last point in the previous sub-section, i.e., the apparent 
oddness of describing mere allowings as harming. Rather than say that the choice of 

 
10 Or so many assume, such as F. M. Kamm (1996); cf. Kagan 1991; Otsuka 1997. 
11 While harms may not be the only source of complaints, harms are a necessary source of complaints on the 
theories we discuss. 
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some option harms a person, when the option is a mere allowing, some prefer to say 
that the choice of that option gives the person who thereby suffers harm a complaint 
against the agent, or an objection to how the agent has behaved, where the basis of 
this complaint or objection is the harm that this person thereby suffers. 

Another reason for adopting the language of ’complaints’ or ’objections’ is that, 
as remarks, this language pairs well with certain general moral theories, such as T. M. 
Scanlon’s contractualism, as a matter of what people owe to each other.12 

Couching a harm-avoidance theory in terms of complaints or objections also 
allows for an explanation of the Asymmetry that maps neatly onto the harm-avoid-
ance account. Someone who is made to exist with a miserable life when the agent 
could have refrained from creating them has been existentially harmed, and therefore 
has a complaint. However, if the agent chooses not to create a person with a good life, 
then assuming no one else is harmed by the agent’s choice, there is no one who can 
reasonably complain. 

2.4 The moral significance of existential benefits 
The final point of clarification concerns what a harm-avoidance theory takes to be the 
moral significance of creating people with good lives, i.e., the significance of con-
ferring existential benefits. In a choice between options A and B, A existentially benefits 
someone if A causes her to exist with a good life but she would not exist given B. Like 
existential harm, the existential benefit of an option is defined relative to an alterna-
tive. The magnitude of an existential benefit to a person is simply her positive well-
being level. 

All harm-avoidance theories agree that agents have no moral obligation to create 
existential benefits rather than not create them, all else being equal. However, some 
harm-avoidance theories entail that creating existential benefits can justify harm, 
making certain otherwise impermissible harmful options permissible.13 For instance, 
it seems permissible to prolong the human race even though at least some future 
people will have bad lives, and hence, will suffer existential harm. Similarly, it seems 
permissible for parents to sacrifice some of their well-being for the sake of creating a 
happy child. One way to capture these intuitions is to claim that conferring large 
enough existential benefits can justify imposing harm.14 

 
12 The focus on complaints also helps bring out one implausibility of the Problem of Improvable Life Avoidance: 
what Horton (2021) refers to as ‘backfiring complaints’ (cf. §3, below). 
13 Cf. McMahan, 2013; Thomas 2022; Podgorski 2023. 
14 See Thomas (2022, §§4.2-4.3 , as well as [removed for blind review], for discussion of these cases. See also  
Horton (2021, §1.2 for a discussion of how the claim that creating existential benefits can justify harm avoids what 
he calls ‘the Problem of Tyrannical Complaints’. 
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Finally, although all harm-avoidance theories say there is no requirement to create 
existential benefits rather than not create them, as we mention above, a harm-avoid-
ance theory can recognize a requirement to create some people with good lives rather 
than other people with good lives. See Table 2. 
 
Table 2. Non-identity Case 

 Elroy Judy  
Option 1 1 𝛺  
Option 2 𝛺 10  

 
We classify non-identity cases as those in which an agent has at least two options, A 
and B, where A would create someone who would not exist given B, and B would 
create someone who would not exist given A. These cases involve a choice between 
creating different contingent people, i.e., people whose existence depends on the 
agent’s choice. In contrast, addition cases are those in which an agent can choose 
whether to create some contingent person (or people), but cannot choose between 
creating different contingent people. 

In Non-identity Case, you can either existentially benefit one contingent person 
(Elroy) or existentially benefit a different contingent person (Judy) even more. It 
seems that creating Elroy (Option 1) does not harm Judy, and creating Judy (Option 
2) does not harm Elroy.15 Since neither option does harm, many who defend what we 
classify as a harm-avoidance theory would accept the claim that either option is per-
missible. They would therefore reject the following intuitively plausible principle: 

Normative Egalitarian Dominance (NED): For any options A and B, if the 
population that exists given the choice of A has perfect equality of welfare, is the 
same size as the population that exists given B, and every person who exists given 
A has higher welfare than every person who exists given B, then B is impermissible, 
other things being equal.16 

However, our classification of harm-avoidance theories is broad enough to include 
theories that accommodate NED. In a choice between A and B, where A creates some 
contingent person S who would not exist given B, and B creates some contingent 
person S* who would not exist given A, let us say that A creates a non-identity shortfall 

 
15 But see Meacham (2012) for an opposing view. 
16 The title of this principle is originally due to Arrhenius (2022, p. 191). Our statement of the principle is similar to 
Arrhenius’s, except that in ours, ‘A’ and ‘B’ denote possible options for an agent rather than populations, and we 
use the term ‘impermissible’ rather than ’wrong’. 
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if A existentially benefits S less than B existentially benefits S*. On our broad classifica-
tion, a harm-avoidance theory can recognize both non-identity shortfall and harm 
imposition as sources of impermissibility. For instance, Thomas (2022) presents such 
a theory, which is compatible with NED (cf. §5.1). In a similar vein, Johann Frick and 
Michael Otsuka each propose a set of principles that reconciles the Asymmetry and 
NED.17 

A harm-avoidance theory, then, is any theory that includes the following commit-
ment: 

Harmless Permission: If option A does no comparative or existential harm, and 
does not create any non-identity shortfall, then A is permissible. 

Where the only considerations assumed to be relevant to permissibility are the num-
ber, identities, and well-being levels of people. 

3. The Problem of Improvable Life Avoidance 
Harmless Permission is compatible with a wide range of different general theories. 
The simplest harm-avoidance theory, which often serves as a starting point in discus-
sions of how best to develop a harm-avoidance theory, is 

Harm Minimization: An option A is permissible iff there is no alternative B 
which does less total harm than A. 

The magnitude of a comparative harm is here assumed to be the difference between 
the harmed person’s well-being in the outcome in which she is harmed and her well-
being in the outcome in which, among the outcomes the agent could have brought 
about, she is best off. And the magnitude of an existential harm is assumed to be the 
harmed person’s negative well-being level, where the only alternatives to existentially 
harming the person involve not creating her at all. 

Harm Minimization implies that it is impermissible to create a miserable person 
rather than not create them, other things being equal. Creating the person would 
impose some existential harm, but refraining from creating the person would impose 
no harm, so not creating the person would do less harm than creating them. Harm 
Minimization also implies that it is permissible not to create a happy person rather  
 

 
17 Frick (2020) defends the moral reasons formulation of the Asymmetry, not the deontic formulation. However, 
the moral reasons formulation supports the deontic formulation, and Frick presumably accepts the latter in 
addition to the former. 
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than create them, other things being equal. In this case, not creating the happy person 
would do no harm, so there can be no alternative that does even less harm. 

However, as several philosophers have pointed out, Harm Minimization faces 
serious problems, one of which is the Problem of Improvable Life Avoidance.18 Table 3 
illustrates a case, due to Jacob, which is commonly used to introduce the problem.19 
 
Table 3. Ross’s Case 

 Roxy Chip 

Option 1 1 𝛺 

Option 2 10 10 
Option 3 −2000 1000 

 
In Ross’s Case, Option 1 imposes a comparative harm of 9 on Roxy, Option 2 imposes 
a comparative harm of 990 on Chip, and Option 3 imposes a comparative harm of 
2010 on Roxy. Option 1 minimizes total harm. Harm Minimization therefore implies 
that Options 2 and 3 are impermissible, and that Option 1 is morally required, as it is 
the only permissible option. 

But this assignment of deontic statuses to options 1–3 seems implausible. Al-
though Option 3 is clearly impermissible, the claim that Option 2 is also impermiss-
ible, and that Option 1 is therefore morally required, is problematic for at least two 
reasons. 

First, it implies that the agent is morally required to avoid creating a certain person 
with a good life just because this life would be improvable. This is where the Problem 
of Improvable Life Avoidance gets its name. If Option 2 is impermissible, this can only 
be because it gives Chip an improvable life. Yet, Option 2 also gives Chip a good life. 
If Option 2 is impermissible only because it gives Chip a good but improvable life, it 
may seem odd that one is morally required not to create Chip. Presumably, Chip 
should prefer existence with a good life to non-existence. For instance, if we choose 
Option 2, and Chip objects that we have harmed him, we can respond “the only 
alternative for us that would not inflict even greater harm on someone else would 
leave you out of existence altogether. Is that really what you want?” One imagines that 
his answer would be “No”.20 

Notice also that according to Harm Minimization, in a binary choice between Op-
tions 1 and 2, Option 2 minimizes harm. So in this binary choice, Option 2 is morally 
required, and hence permissible, whereas Option 1 is impermissible, and hence, not 

 
18 See Thomas (2022, §2) for a full discussion of the difficulties with Harm Minimization. 
19 Our presentation of the case was sourced, with minor cosmetic changes, from Podgorski (2023, p. 353). 
20 This is an instance of what Horton dubs a ‘backfiring objection’ (cf. footnote 11). See also McDermott (2019). 
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morally required. But on Harm Minimization, Option 2 becomes impermissible, and 
Option 1 becomes morally required, when the horrible Option 3 is added to the option 
set. Let us say that a moral consideration against some option is a possible source of 
that option being impermissible. Then Harm Minimization violates 

Improvable Life Acceptance (ILA): If (i) person S has a good life given A, (ii) 
does not exist given B, and (iii) the only moral consideration against A in a choice 
from some option set 𝒪 that includes A and B is that A comparatively harms S, 
then if B is not morally required in a binary choice between A and B, then B is not 
morally required in a choice from 𝒪. 

Basically, ILA says that just to avoid giving someone a good but improvable life, one 
is not morally required to leave that person out of existence.21 

While ILA strikes us as fairly plausible, some would reject it on the grounds that 
in certain cases, refraining from creating a person with a good but improvable life is 
the only way to avoid unjust harm.22 Perhaps one reason why Harm Minimization’s 
violation of ILA seems implausible when considering Ross’s Case is that in this case 
the only option that gives Chip a better life than Option 2 is Option 3, which is un-
speakably horrible for Roxy, and is, as Otsuka (2017) would say, “manifestly unreason-
able”. One might think that it is this detail, and not a principle such as ILA, that 
explains why the comparative harm that Option 2 imposes on Chip is insufficient to 
make Option 2 impermissible in a choice between Options 1–3. 

Whatever one thinks about ILA, Ross’s Case illustrates a second problem with 
Harm Minimization, namely that it morally requires dominated options. One option 
dominates another iff it is better for someone and worse for no one. In Ross’s Case, 
Option 2 dominates Option 1, since it is better for Roxy and worse for no one. In fact, 
Option 2 weakly addition-dominates Option 1. Option A addition-dominates option B 
iff (i) everyone who exists given B would be better off if A were chosen, (ii) A creates 

 
21 The following statement by Podgorski comes close to capturing the core idea of ILA: “It should not be possible 
to start with a set of choices which permit us to create someone with a happy life, add an option under which they 
are better off, and thereby generate a complaint on their behalf which makes it impermissible to create them at 
all” (2023, p. 354). There are only two differences between Podgorski’s statement and our formulation of ILA; first, 
Podgorski refers to a “complaint” on behalf of the person mentioned, and second, he speaks of the option of 
creating the person being ‘permitted’ or ‘impermissible’, whereas we speak of the option of not creating the 
person as being ‘not morally required’. Our formulation is weaker than Podgorski’s, since it doesn’t assume 
anything about complaints, and it leaves open the (admittedly implausible) possibility of the agent facing a moral 
dilemma when C is added to the option set alongside A and B. 
22 See, e.g., Boonin (1996) and Frick (2022), as well as Temkin (2012, ch. 13). Boonin and Frick discuss Parfit’s 
Mere Addition Paradox as a case where adding people with good but improvable lives results in a morally worse 
outcome relative to the option set. Ingmar Persson (2017, ch. 8) argues that it can be worse to add people with 
good but improvable lives if this increases inequality; and Temkin (2012, ch. 12) suggests that this may be the 
case. 
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some people who would not exist given B, and (iii) everyone who exists given A has a 
good life. On the other hand, A weakly addition-dominates B iff A addition-dominates 
B and everyone who exists given A has equal well-being. Since Harm Minimization 
implies that Option 1 is morally required in Ross’s Case, it violates 

Weak Dominance Addition Exemption (WDAE): If option A weakly addition-
dominates option B, then B is not morally required.23 

Most harm-avoidance theorists seem to agree we should accept WDAE.24 
We have two problems here for those who wish to develop a general harm-avoid-

ance theory. First, the simplest harm-avoidance theory violates ILA (the Problem of 
Improvable Life Avoidance); second, it violates WDAE. For harm-avoidance theorists, 
there are different ways of responding to these problems. They could find a compel-
ling justification for rejecting ILA and WDAE, and perhaps supply an alternative 
explanation of where Harm Minimization goes wrong in Ross’s Case, such as that 
comparative harm doesn’t count against an option when the alternative that is better 
for the harmed person is “manifestly unreasonable”. They could formulate a harm-
avoidance theory that satisfies both ILA and WDAE without violating some equally 
compelling principle. Or they could adopt a mixed approach that involves formu-
lating a theory that accommodates only one of the two principles, while supplying a 
justification for rejecting the other. McDermott (2019), Horton (2021), and Podgorski 
(2023) have taken the second approach, while Thomas (2022) adopts a combination 
of the second and third approaches, offering one theory that satisfies WDAE and ILA, 
and a second theory that satisfies WDAE but not ILA. 

However, as we will now argue, these harm-avoidance theories have other prob-
lematic implications, some even more implausible than violating WDAE, and others 
even more implausible than violating ILA. 

 
 

 
23 Our formulation of this principle is inspired by Elliot Thornley, who appeals to a weaker principle in arguing 
against a theory defended by Joe Horton, which we consider in §3.  Thornley (2023, p. 522) calls his principle 
‘Weak Normative Dominance Addition’, which is like WDAE, except it says that if everyone has non-negative well-
being in the weakly addition-dominated option, then if that option is permissible, the weakly addition-dominating 
option is also permissible. 
24 Some seem to believe that dominated options can be required. For example, Frick (2022, 238ff) suggests that in 
one “supercharged” version of the Mere Addition Paradox, where one of the options is dominated, the dominated 
option might be morally required. Frick explicitly argues only for the claim that the dominated option is better than 
the dominating option relative to a certain set of options; but his discussion suggests that the dominated option is 
also the best option in this set, and that given the absence of any non-axiological considerations, it is required. 
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4. Avoid Reasonable Objections 
McDermott (2019) and Horton (2021) each defend a harm-avoidance theory that 
accommodates both ILA and WDAE. Although McDermott’s and Horton’s theories 
differ in important ways, both say that an option is permissible iff no one can reason-
ably object to it, where a necessary condition for someone reasonably objecting to an 
option is that they would be harmed by it. 

On McDermott’s theory, which he calls ‘Objection Minimization’, an individual S 
has a reasonable objection to an option A iff S exists given A, and there is some alter-
native B such that (i) B is better for S than A (and hence, A harms S), and (ii) B does 
less total harm than A. Objection Minimization implies that in Ross’s Case Chip does 
not have a reasonable objection to Option 2, since the only option that is better for 
Chip, Option 3, does more total harm than Option 2. It also implies that Roxy does 
not have a reasonable objection to Option 2, since there is no alternative that is better 
for her. So according to Objection Minimization, Option 2 is permissible. 

One drawback of Objection Minimization is that it implies that Option 1 is per-
missible.25 Since Option 2 does more total harm than Option 1, Objection Minimiza-
tion implies that Roxy cannot reasonably object to Option 1. Since Roxy is the only 
potential objector to Option 1, no one can reasonably object to Option 1. So Objec-
tion Minimization violates 

Weak Dominance Addition (WDA): If A weakly addition-dominates option B, 
then B is impermissible. 

However, permitting weakly addition-dominated options is not as implausible as re-
quiring them. So Objection Minimization seems at least to improve upon Harm Mini-
mization.26 

Horton’s harm-avoidance theory implies that in Ross’s Case Option 2 is morally 
required and Options 1 and 3 are impermissible, which seems correct. Horton’s form-
ulation of his criteria for reasonable objectionableness are somewhat complicated. For 
ease of exposition, our statement of the criteria differs slightly from Horton’s, but this 
doesn’t affect our arguments.27 

According to Horton’s Avoid Reasonable Objections: 
 
 
 

 
25Thomas (2022, fn 8) makes this point. 
26 Cf. Thomas 2022, fn 23. 
27 His original statement can be found at (Horton 2021, p. 499). 
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A person can reasonably object to an option A iff she exists, has not consented to 
A, and there is some alternative option B satisfying 1—4.28 

1. B is better for her than A. 

2. B gives a greater sum of well-being than A to the set of people who exist given 
A. 

3. The sum of well-being that B gives to the set of people who exist given B is 
greater than the sum of well-being that A gives to the set of people who exist 
given A.29 

4. No one can reasonably object to B. 

An option is permissible iff no one can reasonably object to it. 

Two clarifications are needed. First, Horton thinks that B can be better or worse for 
someone than A, even if she does not exist given B. If she has a bad life given A, but 
does not exist given B, then on Horton’s view, assuming she exists (i.e., A has been 
chosen), B is better for her than A. Second, for the purpose of determining whether 
condition 2 is satisfied, the sum of well-being that B gives to the set of people who 
exist given A is the sum of the individual well-being values of B for those who exist 
given A, where some people who exist given A may not exist given B. If someone who 
exists given A does not exist given B, then, Horton assumes, B gives zero well-being to 
this person. 

According to Avoid Reasonable Objections, in Ross’s Case, Option 2 is morally 
required because it is the only option no one can reasonably object to. To see this, 
notice that neither Roxy nor Chip can reasonably object to Option 2. Chip cannot 
reasonably object to Option 2 because his objection cannot satisfy conditions 2 and 
3. The only option that is better for Chip than Option 2 is Option 3, which produces 
less well-being than Option 2 for the set {Roxy, Chip}. Roxy cannot reasonably object 
to Option 2 because her objection cannot satisfy condition 1, i.e., there is no alterna-
tive to Option 2 that is better for Roxy. 

 
28 Although it may be unclear from the four conditions stated here, Avoid Reasonable Objections is indeed a harm-
avoidance theory. According to this theory, the permissibility of an option requires that no one could reasonably 
object to it, and a necessary condition for reasonably objecting to an option is that there is some alternative that is 
better for the objector. Where A is the option to which the objector objects, if the relevant alternative B is better 
for the objector than A because the objector has a bad life given A and does not exist given B, then the objector is 
existentially harmed by A; on the other hand, if B is better than A for the objector because she would exist at a 
higher level of well-being given B, then the objector is comparatively harmed by A. So on Avoid Reasonable 
Objections, an individual has a reasonable objection to A only if A harms her. 
29 We’ve included Thornley’s (2023, p. 519) amendment to Horton’s condition 3 in our statement. 
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On the other hand, Roxy can reasonably object to Option 3. Option 2 is better for 
Roxy than Option 3, so condition 1 is satisfied. Option 2 also produces a greater sum 
of well-being than Option 3 for the set {Roxy, Chip}. This is sufficient for Roxy’s 
objection to satisfy conditions 2 and 3 because Roxy and Chip are the only people 
who exist given either Option 2 or Option 3. Finally, because no one can reasonably 
object to Option 2, Roxy’s objection to Option 3 satisfies condition 4. 

Roxy can also reasonably object to Option 1, since Option 2 is better for her, gives 
a greater sum of well-being than Option 1 to the set {Roxy}, the sum of well-being 
that Option 2 gives to the set {Roxy, Chip} is greater than the sum of well-being that 
Option 1 gives to the set {Roxy}, and no one can reasonably object to Option 2. 

Since someone can reasonably object to Options 1 and 3, and no one can reason-
ably object to Option 2, Option 2 is the only permissible option, according to Avoid 
Reasonable Objections. 

Although Avoid Reasonable Objections provides a plausible treatment of Ross’s 
Case, and does not require weakly addition-dominated options, Horton acknowledges 
that it sometimes permits weakly addition-dominated options, thereby violating 
WDA. He also acknowledges that Avoid Reasonable Objections sometimes implies 
that when one option weakly-addition dominates another, the latter is permissible 
and the former impermissible, an objection emphasized by Thornley (2023). 

Horton illustrates this with the following case, which he thinks demonstrates a 
strength of Avoid Reasonable Objections:30 
 
Table 4. Horton’s Case 6 

 Barney Betty 
Option 1 1 𝛺 

Option 2 2 2 
Option 3 𝛺 100 

 
In Horton’s Case 6, Option 2 weakly addition-dominates Option 1. But Avoid Reason-
able Objections implies that Option 2 is impermissible and that Option 1 is permiss-
ible. Option 2 is impermissible because Betty has a reasonable objection to it. She 
exists given Option 2, she does not (Horton assumes) consent to this act, and there is 
an alternative to Option 2, namely Option 3, which is better for Betty, produces more 
well-being for the set {Betty, Barney}, and produces more well-being for {Betty} than 
Option 2 produces for {Betty, Barney}. Moreover, no one has a reasonable objection 
to Option 3 according to Avoid Reasonable Objections, since Betty is the only person 
who exists given Option 3, and there is no alternative to Option 3 that is better for 

 
30 Our presentation of his case was sourced, with minor cosmetic changes, from Horton (2021, p. 496). 
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her. So Betty’s objection to Option 2 satisfies all four of Horton’s conditions for 
reasonableness. Because Betty has a reasonable objection to Option 2, Barney does not 
have a reasonable objection to Option 1. The only option that would be better than 
Option 1 for Barney, namely Option 2, is one that Betty can reasonably object to; so 
Barney’s objection to Option 1 does not satisfy condition 4. Since no one has a 
reasonable objection to Option 1, according to Avoid Reasonable Objections, Option 
1 is permissible in Horton’s Case 6. 

The fact that Avoid Reasonable Objections implies Option 1 is permissible but 
Option 2 impermissible seems like a problem, though again, this problem is not as 
grave as that of requiring weakly addition-dominated options.31 Intuitively, Option 3 
is morally required in Horton’s Case 6. Not only does Option 3 produce the most well-
being of any option, but more importantly, it is the only option that avoids harm. 
However, Horton thinks we should reject the claim that Option 3 is morally required 
because, on Avoid Reasonable Objections, this claim violates ILA. Recall that 
according to ILA, if, in a choice between creating someone with a good life (A) and 
leaving them out of existence (B), we are not required to choose B, then adding an-
other option (C) that is better for this person than A cannot generate a moral require-
ment to choose B. To see why requiring Option 3 would violate this principle on 
Avoid Reasonable Objections, consider the following. According to Avoid Reason-
able Objections, in Horton’s Case 6, Option 3 would not be morally required in a 
binary choice between only Options 1 and 3, since, in such a binary choice, neither 
option would harm anyone. If Option 3 is not required in a binary choice between 
Options 1 and 3, but Option 3 becomes required when Option 2 is added to the option 
set, then we have a straightforward violation of ILA. Barney exists with a good life 
given Option 1, he does not exist given Option 3, and the only moral consideration 
against Option 1 is that it comparatively harms Barney, since Option 2 is better for 
him than Option 1. 

Two points are worth emphasizing here. First, intuitively, Option 3 is morally re-
quired in a binary choice between Options 1 and 3. In this binary choice, Option 1 
creates one person (Barney) rather than a different person (Betty) with a much better 

 
31 Note that Avoid Reasonable Objections violates Thornley’s Weak Normative Dominance Addition principle. It is 
worth emphasizing that in Horton’s Case 6, the possible well-being levels for those who might exist given the 
different options seem to be chosen to minimize the intuitive implausibility of Avoid Reasonable Objections’s 
violation of WDA. These levels are chosen so that the difference in well-being for Betty between Options 2 and 3 is 
relatively large, while the difference for Barney between Options 1 and 2 is relatively small. But as Thornley (2023, 
p. 522) points out, Avoid Reasonable Objections would assign the same deontic statuses to the three Options in 
any case with a similar structure but where the well-being difference for Barney between Options 1 and 2 is much 
greater, and just barely smaller than the well-being difference for Betty between Options 2 and 3. (For instance, 
imagine, following Thornley’s example, that both Barney and Betty would have well-being 49 in the outcome of 
Option 2.) 
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life. Since Avoid Reasonable Objections denies this, it violates NED.32 More generally, 
it fails to account for the apparent moral significance of non-identity shortfall. Horton 
would not be moved by this objection, since he bites the bullet in response to the Non-
identity Problem. However, a harm-avoidance theorist could try to modify Avoid Rea-
sonable Objections to account for the moral significance of non-identity shortfall. For 
instance, one could keep Horton’s criteria for an objection being reasonable, but 
modify his criterion of permissibility to allow for the possibility of an option being 
impermissible when it causes non-identity shortfall. Of course, one would then need 
to figure out how to fit these different criteria together into a coherent moral theory. 
The theoretical benefit would be that one could say that Option 3 is morally required 
in Horton’s Case 6 without rejecting ILA. 

Second, even if a harm-avoidance theorist insists on rejecting NED, she could 
reasonably view Horton’s Case 6 as a counterexample to ILA. Even if one claims that 
Options 1 and 3 are both permissible in a binary choice, one could justify the claim 
that Option 1 becomes impermissible when Option 2 is added to the option set on 
the grounds that Option 1 then harms someone. Specifically, one could claim that if 
an agent must create someone with a good life, and the agent’s choice is between 
creating a person with a good but improvable life and creating a different person with 
a life that is at least as good but unimprovable, then the agent ought to create the latter. 
Violating ILA in this type of case may not seem too high a cost for securing the plaus-
ible judgment that Option 3 is morally required in Horton’s Case 6. 

Unfortunately, regardless of how one addresses the foregoing points, Avoid Rea-
sonable Objections faces a further serious objection. This objection applies to Mc-
Dermott’s Objection Minimization as well. Both theories violate 

Weaker Dominance Addition (Weaker DA): If A weakly addition-dominates B, 
and everyone who exists given B has a bad life, then B is impermissible. 

Permitting weakly addition-dominated options that give everyone a bad life seems 
even more implausible than requiring weakly addition-dominated options which, 
like Option 1 in Ross’s Case, at least give everyone a good life. 

To see that Avoid Reasonable Objections and Objection Minimization violate 
Weaker DA, consider the following case: 

 
 

 
32 McDermott’s Objection Minimization also violates NED, since his theory implies that someone can reasonably 
object to an option only if it harms her, whereas NED implies that an option is impermissible if it creates a person 
with less well-being than some other person whom one could instead have created, even if this option does not 
harm anyone. 
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Table 5. Weaker Dominance Addition Violation 

 Wilma Fred 
Option 1 −100 𝛺 

Option 2 100 100 
Option 3 −100 1000 

 
In this case, everyone who exists given Option 1 has a bad life, everyone who exists 
given Option 2 has a good life, and Option 2 weakly addition-dominates Option 1. 
Yet both Avoid Reasonable Objections and Objection Minimization imply that Op-
tion 1 is permissible. 

According to Objection Minimization, Option 2 does more total harm than Op-
tion 1; Option 2 imposes a comparative harm of 900 on Fred, while Option 1 imposes 
a comparative harm of only 200 on Wilma. Moreover, there is no alternative to 
Option 1 that is both better for Wilma and does less total harm than Option 1. Option 
3 imposes a comparative harm of 200 on Wilma, and hence does the same amount of 
harm as Option 1; moreover Option 3 is not better than Option 1 for Wilma. So 
according to Objection Minimization, Wilma’s objection to Option 1 is not reason-
able. Hence, according to Objection Minimization, Option 1 is permissible. 

To see how the same problem arises for Horton’s theory, notice that according to 
Avoid Reasonable Objections, no one has a reasonable objection to Option 3. If any-
one had a reasonable objection to Option 3, it would be Wilma. But the only alterna-
tive that is better than Option 3 for Wilma is Option 2, which produces less well-
being than Option 3 for {Wilma, Fred}. So Wilma’s objection to Option 3 cannot 
satisfy conditions 2 and 3. Given that no one has a reasonable objection to Option 3, 
Fred has a reasonable objection to Option 2; he exists given Option 2, does not (we 
assume) consent to Option 2, and there is an alternative, Option 3, which is better 
than Option 2 for Fred, produces more well-being than Option 2 for the set {Wilma, 
Fred} and produces more well-being for {Wilma, Fred} than Option 2 produces for 
{Wilma, Fred}. Finally, since Fred has a reasonable objection to Option 2, it follows 
that Wilma’s objection to Option 1 cannot satisfy condition 4. She has no reasonable 
objection to Option 1, making Option 1 permissible according to Avoid Reasonable 
Objections. 

This problem cannot be avoided by modifying Avoid Reasonable Objections and 
Objection Minimization to accommodate the apparent moral significance of non-
identity shortfall. This is because Weaker Dominance Addition Violation is not a non-
identity case, but an addition case. There is no pair of options where one involves 
creating a certain contingent person and the other involves creating a different contin-
gent person. 
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Horton and McDermott might try to avoid the implausible implication that Op-
tion 1 is permissible by adopting a prioritarian weighting that assigns greater moral 
weight to harm-based objections the worse off the objector is.33 This would allow one 
to say that Wilma’s objection to Option 1 carries more weight than Fred’s objection 
to Option 2. However, this move won’t help, since we can imagine the well-being 
difference for Fred between Options 1 and 2 to be as great as we want. Unless some 
harm-based objections are infinitely more morally weighty than others, where both 
objections are based on finite amounts of harm, there will be some magnitude of 
harm that we can imagine Option 2 imposing on Fred such that his objection to 
Option 2 will outweigh Wilma’s objection to Option 1. We can also imagine a case 
with the same structure as Weak Dominance Addition Violation in which any number 
of people in Fred’s position would be harmed by Option 2 to the same extent as Fred. 
It is hard to see how Wilma’s harm-based objection to Option 1 can outweigh any 
number of Fred-like objections to Option 2. 

A different response on behalf of Horton’s and McDermott’s theories would be to 
modify these theories to allow for the possibility that someone can have a reasonable 
objection to an option even when the only alternative that is better for them does 
more total harm, or is such that someone else can reasonably object to it. This would 
allow that Wilma’s objection to Option 1 is reasonable even though Fred has a rea-
sonable objection to Wilma’s preferred alternative, Option 2. However, modifying 
either theory in this way would give up on its treatment of Ross’s Case. Specifically, it 
would open the door to the possibility that in Ross’s Case, each option is one that 
someone can reasonably object to. This would make Ross’s Case a moral dilemma, 
which seems absurd. 

Finally, we note that Harm Minimization also implies that Option 1 is permissible 
in Weaker Dominance Addition Violation, since no alternative to Option 1 does less 
harm than Option 1. Thus, all three theories we’ve considered so far violate Weaker 
DA, which is, we think, worse than violating WDAE. 

5. Tournament Theories 
Unlike Harm Minimization, Objection Minimization, and Avoid Reasonable Objec-
tions, the two harm-avoidance theories considered in this section satisfy WDAE, 
WDA, and Weaker DA. They forbit weakly addition-dominated options. 

Both Thomas’s and Podgorski’s theories adopt what Podgorski calls a tournament 
approach, and we shall refer to them as ‘tournament theories’. A tournament theory is 

 
33 Horton (2021, n. 6, 17) considers this kind of view. 
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structured in two parts. First, it includes a set of conditions for when one option de-
feats another option, or when one ought to choose the former over the latter, in a 
binary choice, or pairwise comparison, of only those two options. Second, it includes 
a further condition that determines when the choice of some option from any finite 
set of options is (im)permissible, where this determination is based on how each 
option fares in pairwise comparisons with the other options. 

In contrast to the theories considered in §§3–4, on the tournament approach, what 
matters is how much harm an option does in a pairwise comparison with each 
alternative (cf. §2.2). For instance, if our options are A, B, and C, we must ask how 
much harm A does in a pairwise comparison with B (ignoring the presence of C), 
then how much harm A does in a pairwise comparison with C (ignoring the presence 
of B), and then apply the same procedure to Options B and C. Depending on how 
each option fares in a pairwise comparison with the others, our general criterion of 
permissibility will then give us the deontic status of each option. 

To illustrate, recall Ross’s Case, in which, according to Harm Minimization, Op-
tion 2 does more harm than Option 1, despite the fact that Option 2 weakly addition-
dominates Option 1. In contrast with Harm Minimization, a tournament approach 
says that the harm done by Option 2 is relevant only in a pairwise comparison of 
Options 2 and 3. Since Option 3 is clearly horrible, any sensible tournament theory 
will imply that Option 2 defeats Option 3, or that Option 2 ought to be chosen over 
Option 3, in a binary choice between Options 2 and 3. But notice also that in a binary 
choice between Options 1 and 2, Option 1 does more harm than Option 2, since, in 
that binary choice, Option 1 harms Roxy but Option 2 harms no one. Option 2 
therefore “wins” in a pairwise comparison with either Option 1 or Option 3. Thus, 
any sensible tournament theory will imply that Option 2 is at least permissible. In 
fact, on Thomas’s and Podgorski’s theories, Option 2 is morally required in Ross’s 
Case. 

However, as we will now argue, each of these theories encounters problems which 
stem, at least in part, from the tournament approach. 

5.1 The Maximization Theory 
The first tournament theory we consider is due to Thomas (2022). 

Thomas actually presents two theories that differ regarding their treatment of the 
Non-identity Problem. The first, which Thomas calls ‘a narrow theory’ rejects NED, 
biting the bullet in response to the Non-identity Problem. The second, which he calls ‘a  
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wide theory’, accommodates NED. He considers the Non-identity Problem so vexed that 
he leaves it an open question which of these theories is more plausible.34 

Each theory includes its own criteria for when one ought to choose some option A 
over another B in a binary choice between A and B. Because the objection that we 
will raise applies to both the narrow and wide theories, we will here consider only the 
narrow theory, which is the simpler of the two theories. 

The conditions governing pairwise comparisons on the narrow theory are present-
ed as follows. In a binary choice between any options A and B, let Harm(A) be the 
total harm (both comparative and existential) that arises from choosing A over B. Let 
ExBen(A) be the total existential benefit in A, and ExBen(B) the total existential 
benefit in B. Then one ought to choose A over B iff: 

 
1. Harm(B) > Harm(A) 
2. Harm(B) + ExBen(A) > Harm(A) + ExBen(B) 

 
The motivation for conditions 1 and 2 is as follows. First, we have moral reasons to 
avoid comparative and existential harm. These reasons have requiring strength 
proportionate to the magnitude of the harm that would be inflicted. We also have 
moral reasons to create existential benefits. However, these reasons have no requiring 
strength; they have only justifying strength.35 They can defuse competing requiring 
reasons to avoid harm, but they cannot by themselves generate moral requirements. 
The justifying strength of one’s reason to existentially benefit someone is propor-
tionate to the magnitude of the existential benefit.36 The narrow theory’s condition 1 
reflects the idea that there is requiring moral reason to avoid harm, and that in a 
binary choice between two options it is never the case that the agent ought to choose 
the option that she has more requiring reason not to choose, i.e., the option that does 
greater harm. Condition 2 reflects the idea that the purely justifying moral reason to 
existentially benefit people can neutralize the requiring strength of the moral reason 
to avoid harm, but also that this purely justifying moral reason cannot by itself make 
it the case that an agent ought to choose one option over another in a binary choice. 
Notice, for example, that on the narrow theory, it is not the case that one ought to 
create a person with a very good life rather than some other person with a life that is 
good, but not very good. In this binary choice, neither option does less harm than the 

 
34 But see [removed for blind review] for arguments in favour of the narrow theory over the wide theory. 
35 Rebelling against the old fashion that reasons exclusively issue pro tanto requirements, philosophers are 
increasingly adopting the position that reasons can vary on at least two dimensions with respect to their 
normative strength (Gert 2004; Kaczmarek & Lloyd forthcoming; Kamm 1985; Lazar 2013; Munoz 2021; Pummer 
2023). See esp. Little and Macnamara (2021) for an overview of this literature. 
36 Notice Thomas (2022, p. 490) crafted condition 2 to express the plausible idea that non-requiring reasons justify 
harm only when the net existential benefits favour that outcome. 
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other (since neither does any harm) and so neither satisfies the narrow theory’s con-
dition 1. 

Thomas’s criterion of permissibility for the narrow (as well as the wide) theory is: 

Maximization: In a choice between finitely many options, all and only the maxi-
mal options are permissible. 

That an option is ‘maximal’ means that it is not the case that one ought to choose some 
other option over it in a binary choice. Hence, whether A is permissible in a choice 
between finitely many options, depends on whether there is some B in the option set 
such that one ought to choose B over A in a binary choice. If so, then A is imper-
missible. Otherwise, A is permissible. 

The narrow theory is the conjunction of Maximization and conditions 1 and 2. To 
see that the narrow theory satisfies WDA, consider any choice context in which A and 
B are options. If A weakly addition-dominates B, then the only difference between A 
and B, when compared pairwise, is that everyone who exists given B also exists given 
A with higher (positive) welfare, and A creates some additional people, also with 
positive welfare, who do not exist given B, such that everyone who exists given A is 
equally well-off. It follows that in a binary choice between A and B, the choice of B 
would impose some (comparative) harm, but would not create any existential bene-
fits, while the choice of A would impose no harm and would create some existential 
benefits. Hence, when A weakly addition-dominates B, Harm(B) > Harm(A), and 
Harm(B) + ExBen(A) > Harm(A) + ExBen(B). So according to the narrow theory’s 
conditions 1 and 2, one ought to choose A over B. Since one ought to choose A over 
B, it follows from Maximization that in any choice context that includes A and B, the 
choice of B is impermissible. WDA is satisfied, and since WDA entails WDAE and 
Weaker DA, the latter are also satisfied. 

However, as we illustrate below, the narrow theory leads to a troubling form of 
improvable life avoidance that we call strong improvable life avoidance. Although we 
have not here considered the wide theory, the contexts in which the narrow theory 
leads to strong improvable life avoidance are those in which the narrow and wide 
theories agree on which options are (im)permissible. So strong improvable life avoid-
ance is a problem for both theories. Using the label ‘the Maximization Theory’ for the 
disjunction of the wide and narrow theories, our objection to the Maximization 
Theory is that it entails strong improvable life avoidance.37 

To illustrate, consider the following case: 
 

 
37 ‘The Maximization Theory’ is our label, not Thomas’s. 
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Table 6. Strong Improvable Life Avoidance 

 George Jane 
Option 1 100 𝛺 

Option 2 101 0 
Option 3 −100 202 

 
On the Maximization Theory, the deontic statuses of the options are those given by 
the narrow theory. They are determined as follows. First, consider a binary choice 
between Options 1 and 2. In this binary choice, Option 1 does more harm than 
Option 2. Moreover, since Jane is the only contingent person, and she has welfare 0 
(a neutral life) given Option 2, neither option creates any existential benefits. Hence, 
one ought to choose Option 2 over Option 1. 

Next, consider a binary choice between Options 2 and 3. In this binary choice, 
Option 2 does more harm than Option 3. Specifically, Option 2 imposes harm of 202 
on Jane, while Option 3 imposes harm of only 201 on George. Moreover, neither 
option produces existential benefits, since the same people exist given either option. 
Hence, one ought to choose Option 3 over Option 2. 

Finally, consider a binary choice between Options 1 and 3. Here, according to the 
Maximization Theory, neither option is such that it ought to be chosen over the other. 
Although Option 1 does less total harm than Option 3, it does not produce any 
existential benefits, while Option 3 produces an existential benefit for Jane that is 
larger than the comparative harm that Option 3 imposes on George. Thus, Option 3 
is the only maximal option in this case, i.e., the only option such that no other option 
ought to be chosen over it in a binary choice. So by Maximization, Option 3 is the 
only permissible option, and is therefore morally required. 

Notice that because neither Option 1 nor Option 3 ought to be chosen over the 
other in a binary choice, by Maximization, in such a binary choice, Option 1 is 
permissible and therefore Option 3 is not morally required. It is only when we add 
Option 2, which is (slightly) better for George than Option 1, to the option set, that 
the Maximization Theory requires Option 3, which is (much) worse for George than 
either Option 1 or Option 2. The Maximization Theory therefore violates 

Weak Improvable Life Acceptance (WILA): If (i) A imposes greater harm on 
person S than B, and (ii) the only moral consideration against B, in a choice from 
an option set 𝒪 that includes A and B, is that B harms S, then if A is not morally 
required in a binary choice between A and B, then A is not morally required in a 
choice from 𝒪. 
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As in our statement of ILA, here, by ‘the only moral consideration against B’ we mean 
the only potential source of B’s being impermissible. 

The intuitive idea behind WILA can be grasped by first recalling the intuitive idea 
behind ILA: to avoid giving someone a good but improvable life, one is not morally 
required to leave her out of existence. In contrast, the idea behind WILA is that to 
avoid giving someone an improvable life, one is not morally required to instead give 
her a life that is even more improvable. 

In the Strong Improvable Life Avoidance case, the only morally relevant considera-
tion against Option 1, on the Maximization Theory, is that it comparatively harms 
George. But how can that generate a moral requirement to impose even greater harm 
on George by choosing Option 3? A requirement to choose Option 3 would be under-
standable if we had a requiring reason to existentially benefit Jane rather than leave 
her out of existence. But on the Maximization Theory, as on all harm-avoidance the-
ories, there is no such requiring reason. 

To see that WILA is more plausible than ILA, recall that, as we suggested in §2 and 
§3, someone could reject ILA on the grounds that in certain cases, in order to avoid 
comparatively harming someone, we can be required not to create them even with a 
good life. For instance, this might be the only way to avoid unjust harm. But this 
rationale for rejecting ILA does not support rejecting WILA. It is patently absurd to 
claim that just to avoid comparatively harming someone, we can be required to 
comparatively harm that same person even more. 

The Maximization Theory violates WILA because it rules out options as imper-
missible on the basis of pairwise comparisons. For instance, Option 1 is deemed 
impermissible solely on the basis of a pairwise comparison with Option 2, and Option 
2 is deemed impermissible solely on the basis of a pairwise comparison with Option 
3. The Maximization Theory therefore cannot account for any potentially morally 
significant relations between Options 1—3 when all three options are considered 
together, for instance, the fact that the person who would be harmed by Option 1 in 
relation to Option 2 (George) is the same person who would be harmed even more 
by Option 3 in relation to either Option 1 or Option 2. 

5.2 Minimize Unanswered Complaints 
Thus far, we have seen that Harm Minimization, Objection Minimization, and Avoid 
Reasonable Objections satisfy WDAE and ILA but violate Weaker DA, and that the 
Maximization Theory satisfies all the dominance principles but violates WILA. This 
motivates the search for a harm-avoidance theory that accommodates both WILA and 
the dominance principles. 

The second tournament theory that we shall consider, due to Podgorski (2023), 
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accomplishes this. According to his Minimize Unanswered Complaints, when an option 
causes existential or comparative harm to an individual, this provides grounds for a 
complaint on behalf of the individual against the choice of the option, where this 
complaint is had relative to some alternative that would have either made the individ-
ual better off or not harmed them.38 

Moreover, on this theory, existential benefits to individuals provide what Pod-
gorski calls ‘answers’ to complaints. When comparing only two options, A and B, the 
strength of an individual’s complaint against A relative to B is the magnitude of the 
existential or comparative harm she incurs in the outcome of A. And if an individual 
exists conditional on A but not on B, then she generates an answer to harm-based 
complaints resulting from the choice of A iff her well-being conditional on A is 
positive, and the strength of this answer is the magnitude of her positive well-being. 

When comparing only two options, A and B, if A harms some individual, then her 
complaint against A relative to B is unanswered, either entirely or partially, if the total 
of existential benefits brought about by A relative to B is less than the harm to this 
individual. And if there are unanswered complaints against A, then the total strength 
of the unanswered complaints against A relative to B is equal to the total harm of A 
relative to B minus the existential benefits of A relative to B. 

Podgorksi’s theory includes both a criterion for when one option ‘defeats’ another 
in a pairwise comparison, and a general condition of permissibility, based on the 
criterion of defeat. He states his criterion of defeat as follows: 

Minimize Aggregate Unanswered Complaints*: An option X defeats option Y 
iff the strength of unanswered complaints against X relative to Y is less than the 
strength of unanswered complaints against Y relative to X.39 

The general criterion of permissibility based on the above criterion of defeat is what 
Podgorski calls 

Uncovered: An option is permissible iff there is no option that covers it, 
where A covers B iff A defeats B and any option(s) that B defeats. 

 
38 ‘Minimize Unanswered Complaints’ is our label, not Podgorski’s. 
39 Notice that because a harm-based complaint is just as strong as the magnitude of the harm imposed on the 
complainant, and because the strength of an existential benefit answer is just as strong as the magnitude of that 
benefit, Podgorski’s criterion of defeat can also be stated more simply in terms of harm and existential benefit, 
using Thomas’s formalism: 

Minimize Aggregate Unanswered Harm (MAUH): In a binary choice, A defeats B iff both (i) Harm(B) − ExBen(B) > 0 and (ii) Harm(B) − ExBen(B) > Harm(A) − ExBen(A). 

A defeats B just in case B has at least some unanswered harm and the total unanswered harm of B is 
greater than that of A. 
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Minimize Unanswered Complaints is the conjunction of Minimize Aggregate Un-
answered Complaints* and Uncovered. 

Like The Maximization Theory, Podgorski’s theory satisfies both WDA and 
Weaker DA. According to Uncovered, in any choice situation, B is permissible iff 
there is no option that covers B. But given Podgorksi’s criterion of defeat, one can 
prove that in any choice context where A and B are both options, if A weakly addition-
dominates B, then A covers B, i.e., for any C, if B defeats C, A defeats C. We prove 
this in the appendix.40 

Minimize Unanswered Complaints also satisfies ILA, as well as WILA. This is 
because, as Podgorski points out, an important property of Uncovered is that “losers 
cannot dislodge winners”; if some option A is permissible, then the addition of option 
B can make A impermissible only if B is permissible. A theory violates ILA and WILA 
only when it implies that the introduction of an impermissible option can flip the 
deontic status of one of the other options from permissible to impermissible. But if 
this cannot happen, then ILA and WILA are guaranteed. 

Since Minimize Unanswered Complaints satisfies WDA, Weaker DA, and WILA, 
it may seem like a promising harm-avoidance theory. 

However, Thornley (2023) has recently raised a serious objection to Minimize 
Unanswered Complaints. See Table 7.41 
 
Table 7. Thornley’s Case 

 Huckleberry Yogi 
Option 1     100 𝛺 

Option 2       0 2 
Option 3 𝛺 1 

 
In a binary choice between Options 1 and 2, it is clear that Huckleberry has the 
strongest unanswered complaint against Option 2, and that therefore Option 1 defeats 
Option 2 according to Minimize Unanswered Complaints. However, simply intro-
ducing the possibility of making Yogi’s life worse (Option 3) makes Option 2 per-
missible, as now there is no option that covers Option 2. In other words, there is no 
option that defeats Option 2 and any option that Option 2 defeats. For according to 
Minimize Unanswered Complaints, although Option 1 defeats Option 2, it does not 
defeat Option 3, since no one is harmed by Option 3 relative to Option 1, or by Option 
1 relative to Option 3. Even worse, as Thornley (2023) notes, Option 2 will be 
permissible no matter how strong Huckleberry’s harm-based complaint is against 

 
40 In the proof, the harm-based formulation MAUH is used (cf. footnote 41). 
41 Our presentation of his case was sourced, with minor cosmetic changes, from Thornley (2023, p. 524). 
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Option 2 relative to Option 1, and no matter how little harm Option 2 prevents from 
befalling Yogi relative to Option 3. Thornley calls this ‘the Problem of Impairable Life 
Acceptance’. 

Thornley’s Case demonstrates that Minimize Unanswered Complaints violates 
NED, a result which Podgorski, like Horton, is happy to accept. Option 3 creates a 
non-identity shortfall relative to Option 1, since Option 1 gives Huckleberry a life that 
is much better than the life that Option 3 gives Yogi; yet Minimize Unanswered 
Complaints entails that neither option defeats the other. One might therefore wonder 
whether the Problem of Impairable Life Acceptance could be avoided by modifying 
Podgorksi’s criterion of defeat to reflect the apparent moral significance of non-
identity shortfall as well as that of harm. Such a modified criterion would of course 
need to be worked out, and one would need to decide how non-identity shortfall is 
to be weighed against unanswered harm for the purpose of determining defeat. But 
the criterion would at least generate plausible results in Thornley’s Case. It would 
imply that Option 1 defeats Option 3 because of Option 3’s non-identity shortfall 
relative to Option 1, that Option 1 defeats Option 2 because of Huckleberry’s harm-
based complaint against Option 2 relative to Option 1, and that Option 2 defeats 
Option 3 because of Yogi’s harm-based complaint Against Option 3 relative to Option 
1. Option 1 would then cover both Option 2 and Option 3, and so Options 2 and 3 
would be impermissible and Option 1 morally required, which is intuitively the 
correct result. 

However, even such a revamped version of Minimize Unanswered Complaints 
would have the troubling feature that an option against which some person has an 
unanswered complaint, no matter how strong, can be permitted. Let us say that an 
amount of harm is unanswered iff, corresponding to that harm, there are unanswered 
complaints of a certain strength. Then Minimize Unanswered Complaints will some-
times permit any amount of unanswered harm, even if it is modified to account for 
the significance of non-identity shortfall. 

For instance, consider Table 8, which represents a range of different possible 
addition (as opposed to non-identity) cases where 𝑥 and 𝑦 represent different well-
being values that could obtain for Barney and Betty in these addition cases. 
 
Table 8. Unlimited Harm 

 Barney Betty 
Option 1 0 𝛺 

Option 2 𝑥 +1 −𝑥 

Option 3 0 𝑦 
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For any 𝑥, 𝑦 > 0, Option 2 is permissible according to Minimize Unanswered Com-
plaints, regardless of whether its criteria of defeat imply that one option can defeat 
another when the latter causes non-identity shortfall relative to the former. In 
Unlimited Harm, none of the options causes non-identity shortfall. And since Barney 
exists given any option (i.e., he is not a contingent person), the harm to Betty done by 
Option 2 is wholly unanswered. Yet, no matter how awful Betty’s life given Option 2 
(i.e., no matter what negative value we assign to −𝑥), and no matter how fabulous her 
life given Option 3 (i.e., no matter what positive value we assign to 𝑦), Option 2 
remains uncovered, and therefore permissible. Neither Option 1 nor Option 3 can 
cover Option 2 on Minimize Unanswered Complaints. For any 𝑥 ≥ 0, Option 2 
defeats Option 1, since the comparative harm that Option 1 does to Barney is greater 
than the existential harm that Option 2 does to Betty. For sufficiently large values of 𝑦 in relation to 𝑥, Option 3 defeats Option 2. However, there are no values of 𝑥 and 𝑦 ≥ 0, for which Option 3 defeats Option 1, since neither Option 1 nor Option 3 
causes any harm or non-identity shortfall relative to the other. 

Since 𝑥 and 𝑦 can take any values greater than 0, Option 2 can inflict any greater 
amount of permissible unanswered harm than either Option 1 or Option 3. Pod-
gorski’s Minimize Unanswered Complaints therefore violates the following principle, 
regardless of whether it is modified to accommodate NED: 

Limit Permissible Harm (LPH): If option A does more unanswered harm than 
any alternative, and no alternative causes non-identity shortfall, then if A is 
permissible, the difference between the amount of unanswered harm done by A 
and that done by any alternative cannot be arbitrarily great. 

In other words, there must be a limit to how much more unanswered harm a permis-
sible option does relative to the alternatives. 

Not only is LPH intuitively plausible, it is difficult to see how any harm-avoidance 
theory can reject it. According to the harm-avoidance account, the only possible 
wrong-makers for any of Options 1–3 in Unlimited Harm is the harm it does, since 
none of the options causes non-identity shortfall. How, then, can there be no limit to 
the amount of unanswered harm that is permitted? Podgorski’s proposed criterion of 
permissibility, Uncovered, does not track what is morally relevant on the harm-
avoidance account, namely harm-avoidance. 

6. The End of the Road 
So far, we have seen that three harm-avoidance theories violate Weaker DA, a fourth 
satisfies Weaker DA but violates WILA, while a fifth satisfies both Weaker DA and 
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WILA but violates LPH. This motivates the search for a harm-avoidance theory that 
accommodates all the aforementioned principles. 

But we’ve come to the end of the road. No harm-avoidance theory can accom-
modate all three principles. Given two very weak assumptions, which we state below, 
the conjunction of these principles is incompatible with the defining feature of a 
harm-avoidance theory. Recall that according to Harmless Permission, an option that 
causes no existential harm, comparative harm, or non-identity shortfall is permissible. 
As we now demonstrate, Harmless Permission is incompatible with the conjunction 
of Weaker Dominance Addition, Weak Improvable Life Acceptance, and Limit 
Permissible Harm. 

Consider Table 9. 
 
Table 9. The End of the Road 

 Person 1 Person 2 
Option 1 −𝑥 𝛺 

Option 2 𝑦 𝑦 

Option 3 −𝑥 − 𝜀 𝑧 

 
The End of the Road is an abstract schema for a range of possible cases where 𝑥,𝑦, 𝑧, 
and 𝜀 are well-being values for Persons 1 and 2, and these values can differ across 
different possible cases in the range. 

The schema has five important features: 

Feature 1: For any 𝑥,𝑦, 𝑧, 𝜀 > 0, in a choice between Option 1 and Option 3, 
Option 1 causes no existential or comparative harm. 

Feature 2: None of Options 1—3 causes non-identity shortfall, either in a binary 
choice or in a choice between all three Options. 

Feature 3: For any 𝑥,𝑦, 𝑧, 𝜀 > 0, 

3a. In a choice between Option 1, Option 2, and Option 3, Person 1 is the 
only person harmed by Option 1. 

3b. Option 3 harms Person 1 more than Option 1 does. 

Feature 4: For any 𝑥,𝑦, 𝑧, 𝜀 > 0, and 𝑧 − 𝑦 > 𝑦 − ሺ𝑥 − 𝜀ሻ, Option 3 does more 
unanswered harm than Option 1 or Option 2. 

 



The Institute for Futures Studies. Working Paper 2024:5 

120 

Feature 5: For any 𝑥,𝑦 > 0, 

5a. Option 2 weakly addition-dominates Option 1. 

5b. Everyone who exists given Option 1 has a bad life. 

We adopt the following definitions: 

Definition 1: Option A is morally required = 𝑑𝑓. A is permissible and any 
alternative to A is impermissible. 

Definition 2: Option A is impermissible = 𝑑𝑓. A is not permissible. 

Finally, we make the following two substantive but very weak assumptions: 

Weak No Dilemma Assumption: For any 𝑥,𝑦, 𝑧, 𝜀, > 0, at least one of Options 
1—3 is permissible. 

Weak Completeness Assumption: For any 𝑥,𝑦, 𝑧, 𝜀, > 0, and for each one of 
Options 1—3, that option is either permissible or impermissible. 

According to Weak No Dilemma Assumption, the cases that fit the schema The End 
of the Road where 𝑥,𝑦, 𝑧, 𝜀 > 0 are not moral dilemmas. At least one of the options in 
those cases is permissible. This does not imply that there are no moral dilemmas. Hence, 
those who believe in the existence of moral dilemmas can accept Weak No Dilemma 
Assumption. But we think that if there are any moral dilemmas, there must be a 
special explanation as to why, in those choice contexts, every one of an agent’s options 
is impermissible. We do not think that there is any such explanation to be given 
regarding the relevant cases that fit The End of the Road. The onus is on those who 
disagree to show why Weak No Dilemmas Assumption should be rejected. 

According to Weak Completeness Assumption, in the cases that fit the schema The 
End of the Road where 𝑥,𝑦, 𝑧, 𝜀 > 0, for each one of Options 1—3, its deontic status is 
either permissible or impermissible, not some third status, such as indeterminate. Again, 
we are not assuming that the deontic status of any option is either permissible or 
impermissible, only that this is true in the relevant range of cases. Like moral dilem-
mas, deontic indeterminacy is a phenomenon that requires special explanation, and 
we just don’t see what the explanation could be in the cases that fit The End of the 
Road. 

Given Weak No Dilemma Assumption, Weak Completeness Assumption, and 
Definitions 1 and 2, we can demonstrate that Harmless Permission, Weaker Domi- 
 



The Institute for Futures Studies. Working Paper 2024:5 

121 

nance Addition, Weak Improvable Life Acceptance, and Limit Permissible Harm are 
jointly incompatible. 

Proof. Assume for reductio 

P1. Harmless Permission: If option A does no comparative or existential 
harm, and does not create any non-identity shortfall, then A is permissible. 

P2. Weak Improvable Life Acceptance: If (i) option A imposes greater 
harm on person S than option B, and (ii) the only moral consideration 
against B, in a choice from an option set 𝒪 that includes A and B, is that B 
harms S, then if A is not morally required in a binary choice between A and 
B, then A is not morally required in a choice from 𝒪. 

P3. Weaker Dominance Addition: If option A weakly addition-dominates 
option B, and everyone who exists given B has a bad life, then B is 
impermissible. 

P4. Limit Permissible Harm: If option A does more unanswered harm 
than any alternative, and no alternative causes non-identity shortfall, then 
if A is permissible, the difference between the amount of unanswered harm 
done by A and that done by any alternative cannot be arbitrarily great. 

From P1, Feature 1, and Definitions 1 and 2, 

P5. For any 𝑥,𝑦, 𝑧, 𝜀 > 0, in a binary choice between Option 1 and Option 
3, Option 3 is not morally required. 

From P1, P2, P5, and Features 2 and 3, 

P6. For any 𝑥,𝑦, 𝑧, 𝜀 > 0, in a choice between Option 1, Option 2, and 
Option 3, Option 3 is not morally required.42 

From P6, Weak No Dilemma Assumption, Weak Completeness Assumption, and 
Definitions 1 and 2, 

 

 

 
42 Notice that P1 and Features 2 and 3 jointly imply that if Option 1 is impermissible in a choice between Options 
1—3, then this can only be because Option 1 harms Person 1. In other words, the fact that Option 1 harms Person 
1 is the only moral consideration against Option 1. 
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P7. For any 𝑥,𝑦, 𝑧, 𝜀 > 0, and 𝑧 − 𝑦 > 𝑦 − ሺ−𝑥 − 𝜀ሻ, in a choice between 
Option 1, Option 2, and Option 3, either Option 1 is permissible or Option 
2 is permissible. 

From P4, and Features 2 and 4, 

P8. For some 𝑥,𝑦, 𝑧, 𝜀, > 0, and 𝑧 − 𝑦 > 𝑦 − ሺ−𝑥 − 𝜀ሻ, in a choice between 
Option 1, Option 2, and Option 3, Option 2 is impermissible. 

From P7, P8, and Definition 2, 

P9. For some 𝑥,𝑦, 𝑧, 𝜀, > 0, and 𝑧 − 𝑦 > 𝑦 − ሺ−𝑥 − 𝜀ሻ, in a choice between 
Option 1, Option 2, and Option 3, Option 1 is permissible. 

But from P3 and Feature 5, 

P10. For any 𝑥,𝑦, 𝑧, 𝜀, > 0, in a choice between Option 1, Option 2, and 
Option 3, Option 1 is impermissible. 

So, from P10, Definition 2, and existential instantiation, 

C. It is not the case that for some 𝑥,𝑦, 𝑧, 𝜀, > 0, and 𝑧 − 𝑦 > 𝑦 − ሺ−𝑥 − 𝜀ሻ, 
in a choice between Option 1, Option 2, and Option 3, Option 1 is 
permissible.  

Since C contradicts P9, we must reject either Harmless Permission, Weaker Domi-
nance Addition, Weak Improvable Life Acceptance, or Limit Permissible Harm. 

But Harmless Permission is part and parcel of any harm-avoidance theory. So it 
seems, proponents of a harm-avoidance theory must reject either Weaker Dominance 
Addition, Weak Improvable Life Acceptance, or Limit Permissible Harm. The worry 
is that each of these claims is extremely plausible, more plausible, we think, than 
Harmless Permission. 

7. Conclusion 
One of the central challenges facing any harm-avoidance theory, i.e., any theory 
committed to Harmless Permission, is offering an adequate response to the Problem of 
Improvable Life Avoidance. The problem is that the simplest harm-avoidance theory, 
Harm Minimization, leads to both improvable life avoidance and a requirement to 
choose weakly addition-dominated options. Most harm-avoidance theorists seem to 
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agree that improvable life avoidance and requiring weakly addition-dominated op-
tions are problematic. But in scrutinizing the existing harm-avoidance theories, and 
their responses to the Problem of Improvable Life Avoidance, we have argued that some 
of these theories permit weakly addition-dominated options in which everyone has a 
bad life, that some lead to strong improvable life avoidance, and that some permit 
any amount of harm in relation to less harmful alternatives. Moreover, we have arg-
ued that no harm-avoidance theory can avoid all three of these problems. 

Our discussion bears on the prospects of finding a general theory that accom-
modates the Asymmetry. Harm-avoidance theories have seemed like the most promi-
sing candidates in this regard. In light of our discussion, one might be motivated to 
find an alternative theoretical framework in which to situate the Asymmetry. But the 
alternatives come with their own problems. 

One possibility would be to defend the Asymmetry by appealing to a different 
type of harm-avoidance. For instance, one could claim that the only harm that we are 
morally required to avoid is non-comparative harm. We might be required to avoid 
causing people to be in an intrinsically bad state, but not to avoid giving people less 
of what is intrinsically good rather than more of what is intrinsically good. 

However, this may seem quite extreme. It implies, for example, that we have no 
moral requirement to save people from death, insofar as death would not be intrinsic-
ally bad for those who die but would merely deprive them of further good. 

An alternative response, which we find more plausible, is to reject the Asymmetry. 
We should accept that we can be morally required to create people with good lives 
rather than not create them at all, where the explanation for this is simply that these 
people would exist with good lives. 

What about Climate Anti-Natalism, the claim that in many situations it is wrong 
to create a person because of the added CO2 emissions? Insofar as Climate Anti-
Natalism is motivated by the harm-avoidance account, our result undermines the case 
for Climate Anti-Natalism. In the domain of normative population ethics, there are 
several sources of an act being impermissible. It could be impermissible because it 
causes harm, because it causes non-identity shortfall, or because it fails to create 
people with good lives. We have argued against the claim that an act that causes no 
harm or non-identity shortfall in this domain is permissible. This makes it seem likely 
that there will be cases where an act is impermissible because it fails to create a person 
with a good life. Those who wish to defend Climate Anti-Natalism must therefore 
address the possible existence of such reasons, and show that they aren’t strong 
enough to outweigh the expected climate-change-related harm of adding another 
person to the world. 
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Appendix. Minimize Unanswered Complaints 
Satisfies Weak Dominance Addition 
We will show that on Podgorski’s Minimize Unanswered Complaints: 

Claim: For any choice context in which A and B are both options, if A weakly 
addition dominates B, then A defeats B and for any C, if B defeats C, then A defeats 
C. 

It follows from Claim that if A weakly addition dominates B, then A covers B, and 
thus B is impermissible on the Uncovered criterion. So, the conditional ‘if B is 
permissible, then A is permissible’ is vacuously true. 

Proof. Suppose that in some choice context, 
P1. A weakly addition dominates B. 

First we will prove that given P1, A defeats B. From P1 and the definition of ‘weak 
addition dominance’, 

P2. Every person who exists in B exists in A, and every person who exists in B has 
well-being at least 0 and at most x, and every person who exists in A has positive 
well-being y > x. 

Let Harm(AB) represent the total harm in A relative to B. Because total harm is the 
sum of existential harm and comparative harm, from P2 and the definitions of 
‘existential harm’, ‘comparative harm’, and ‘existential benefit answers’ we derive 
P3—P5: 

P3. Harm(AB) = 0. 

P4. Harm(BA) > 0. 

P5. ExBen(BA) = 0. 

From P4 and P5, we derive 

P6. Harm(BA) − ExBen(BA) > 0 

From P3 and P6, we derive 

P7. Harm(BA) − ExBen(BA) > Harm(AB) − ExBen(AB). 
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From P6, P7, and Minimize Aggregate Unanswered Harm’s definition of ‘defeat’, i.e., 
MAUH, we derive 

P8. A defeats B. 

Next, we will prove that for any alternative C in the choice context, if B defeats C, 
then A defeats C. Suppose: 

P9. There is some C in the choice context, such that B defeats C. 

Since B defeats C, by the definition of ‘defeat’, 

P10. Harm(CB) − ExBen(CB) > 0  

and 

P11.  Harm(CB) − ExBen(CB) > Harm(BC) − ExBen(BC). 

From P10, we derive 

P12. Harm(CB) > 0. 

We will show that for any individual harm in C relative to B, there is at least that 
much individual harm in C relative to A. 

First, any harm in C relative to B is either existential harm in C relative to B or 
comparative harm in C relative to B. 

Any existential harm in C relative to B is suffered either by someone who exists in 
C but neither A nor B, or by someone who exists in C and A but not in B. Any person 
who suffers existential harm in C relative to B, has negative well-being −z in C. If the 
person exists in C but neither A nor B, then the magnitude of her existential harm in 
C relative to B and that of her existential harm in C relative to A is |−z|. If she exists in 
C and A but not B, then the harm she suffers in C relative to A is comparative, and 
the magnitude of this harm in C relative to A is |−z|+y, i.e. the difference between her 
positive welfare in A and her welfare in C, where (|−z| + y) > |−z|. Hence, for any 
existential harm in C relative to B, there is either that much existential harm in C 
relative to A, or even greater comparative harm in C relative to A. 

Next, any comparative harm in C relative to B is suffered by someone who exists 
in both B and C. Suppose she has lifetime well-being wC in C, where wC could be any 
positive or negative number, wC < x. Since everyone who exists in B exists in A with 
welfare y, and y > x, it straightforwardly follows that wC < x < y. Hence, any  
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comparative harm in C relative to B is an even greater comparative harm in C relative 
to A. 

It follows that for any individual harm in C relative to B, there is at least that much 
individual harm in C relative to A. Since the total harm in one option relative to 
another is just the sum of the individual harms in the former relative to the latter, we 
derive 

P13. Harm(CA) ≥ Harm(CB). 

From P10 and P13, we derive 

P14. ExBen(CB) < Harm(CA). 

By the definition of ‘existential benefits’, any existential benefit in C relative to B is 
had by a person who exists in C but not B. Hence, any existential benefit in C relative 
to B is had either by a person who exists in C but not in A or B, or by a person who 
exists in C and A, but not B. Hence, 

P15. ExBen(CB) = the sum of positive well-being of (i) all people who exist in C 
but not in A or B and (ii) all people who exist in C and A but not B. 

Let WC = the sum of positive well-being of all people who exist in C but not A or B. 
And let WCA = the sum of positive well-being of all people who exist in C and A but 
not B. 

Then, from P14 and P15, we derive 

P16. WC + WCA < Harm(CA). 

From P16, we derive 

P17. WCA < Harm arm(CA) and 

P18. WC < Harm(CA). 

The existential benefits of C relative to A consists of the positive well-being of those 
who exist in C but not A. Since everyone who exists in B exists in A, this means that 
the existential benefits of C relative to A consists of the positive well-being of those 
who exist in C but neither A nor B, i.e., 

P19. ExBen(CA) =WC. 
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From P18 and P19, we derive 

P20. ExBen(CA) < Harm(CA). 

Subtracting ExBen(CA) from both sides of the inequality in P20, we derive 

 P21. Harm(CA) − ExBen(CA) > 0 

Next, we need to see how Harm(AC) compares to Harm(CA). 
There are no existential harms in A relative to any outcome. Hence, if there is any 

individual harm in A relative to C, it is a comparative harm, i.e., a harm to someone 
who exists in A and C. Everyone who exists in A has positive well-being y. By the 
definition of ‘comparative harm’, for anyone harmed in A relative to C, her well-being 
in C is greater than her well-being in A, (i.e., > y). Call those harmed in A relative to 
C ‘the A-harmed people’. Let WA-harmedA be the sum total of positive well-being of the A-
harmed people in A. Let WA-harmedC be the sum total of positive well-being of the A-
harmed people in C. The total harm of A relative to C is therefore equal to WA-harmedC 

− WA-harmedA. In other words, 

P22. Harm(AC) = WA-harmedC − WA-harmedA. 

Since WCA is the total positive well-being of everyone who exists in both A and C, 

P23. WA-harmedC ≤ WCA. 

Since WA-harmedA is a positive number, from P23, we derive 

P24. WA-harmedC − WA-harmedA< WCA. 

From P22 and P24, we derive 

P25. Harm(AC) < WCA. 

From P16, P19, and P25, we derive 

P26.  ExBen(CA) + Harm(AC) < Harm(CA). 

Subtracting ExBen(CA) from both sides of the inequality in P26, we get: 

P27. Harm(AC) < Harm(CA) − ExBen(CA). 
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The unanswered harm of C relative to A is greater than the harm of A relative to C, 
and hence, greater than the unanswered harm of A relative to C. Finally, from P21, 
P27, and the definition of ‘defeat’, C. A defeats C 

We have proven that if A weakly addition dominates B, then A defeats B and for 
any C, if B defeats C, A defeats C. From which it follows that if A weakly addition 
dominates B, A covers B. Therefore, Podgorski’s Minimize Unanswered Complaints 
satisfies Weak Dominance Addition. 
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Droplets of Detriment and Pint-
Sized Profits: Small Contributions 
to Collective Outcomes2 

Moral theories struggle to give a reason why individuals should or should not 
contribute to a collective outcome when the contribution is small enough to make 
no relevant difference to it. This is problematic if most contributions that make up 
a normatively important outcome share this feature. Although the literature on the 
problem of small contributions has focused on momentary token choice situations, 
I will argue that the central question should instead be individual behaviour over 
time and contributions to certain types of outcomes. Because most real-life cases are 
about collective outcomes that aggregate over time, the crucial question is not about 
contributions to a harm (or failing to help) on some specific one-off occasion. 
Instead, what matters more is if we regularly perform, or try to avoid, that type of 
contribution. I argue that in many cases, the correct unit of moral analysis is not 
the individual act, but the coherence of the moral life of a person. Failing to act 
according to our individual values in collective settings compromises our integrity 
as moral agents. If one attempts to separate the individual and the collective 
domains starkly in moral matters, it can lead to a lack of coherence between one’s 
values and contributions.  
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1. Introduction 
Individual contributions to collectively caused outcomes can sometimes be very 
small, even so tiny as to make no relevant difference. Yet, in aggregate, these small 
contributions can result in a morally significant outcome, whether good or bad. 
Moral theories struggle to explain why individuals should make or withhold such 
contributions, which is problematic, as many global ills today are best described as 
small contributions to a great harm (Kutz 2000; Lichtenberg 2014; Nefsky 2019). 
Some prominent examples discussed in the literature include microplastics found in 
the oceans, greenhouse gases emitted around the world accumulating in the atmo-
sphere to cause climate change, or customers buying products made with sweatshop 
labour. It seems that we want to give individuals a reason not to make these contri-
butions, because if no contributor feels that they should act differently, there is a 
danger that tackling many modern harms will appear to be the responsibility of no 
one. Of course, there are usually collective agents who bear responsibility: the manu-
facturer of plastic bottles, the retailer of overly cheap clothing, or the fossil fuel in-
dustry digging up more coal, oil, and gas. There are also collective agents that poten-
tially have extensive power to change practices, including nation-states, international 
regulators, or investors. Even so, it is not clear that so-called ‘responsibility gaps’ 
would not appear: the actions of collective agents might not account for the entirety 
of the harm, or the collective agents might not have the tools and power to fix the 
whole problem by themselves (Collins 2019).3  

When a collectively caused outcome is morally significant, it should give individ-
uals a reason to contribute to it, or to refrain from doing so, but if the contributions 
make no difference, it seems hard to pinpoint what that normative reason is.4 I will 
call this the Problem of Small Contributions. The problem can be discussed in terms of 
what moral reasons are there for (not) performing acts of a certain type (such as buy-
ing clothes made in sweatshops), or what moral reasons are there for (not) performing 
some particular token act (like buying a dress from an online retailer known for using 
sweatshops during their promotional campaign to get new customers). I will label 
these Type Problem of Small Contributions, and Token Problem of Small Contributions, 
respectively. The former is easier to solve. 

There is an ongoing debate among philosophers about the normative significance 

 
3 There might also be motivational gaps in getting collective agents to change their course of action without 
individuals insisting that they do so. There are also cases in which the harm is caused by widespread harmful 
practices and structures that are outside the full control of even powerful collective agents (think of ingrained 
racism in a society). 
4 I assume, uncontroversially, that people are motivated to do something that they judge to be the right thing, 
without taking sides in the debates over the exact link between moral motivation and judgement, or on the 
strength of the motivation.  
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of very small contributions (e.g. Asker 2023; Barnett 2018; Broome 2019; Budolfson 
2019; Kagan 2011; Kutz 2000; Nefsky 2017; Spiekermann 2014). Some argue that all 
small contributions to great harms are also harmful by themselves. Others disagree 
and argue that small contributions become harms only when combined with enough 
other such contributions, a position that could be labelled as harmless in isolation. 
Although not taking sides in that debate, I will argue that we should care about 
individual contributions even if they are harmless in isolation and make no difference 
to an outcome by themselves. There might not always be a reason for (not) perform-
ing a particular act on a given occasion (i.e. the Token Problem persists), but we can 
have a moral pro tanto reason we should or should not perform certain types of acts 
(offering a solution to the Type Problem).5  

Although the literature so far has focused on the Token Problem of Small Contri-
butions, that is, on momentary choice situations, I will argue that more attention 
should be paid to the Type Problem of Small Contributions. The emphasis thus should 
be on individual behaviour over time. After all, moral reasons for individual actions 
not only stem from what the individual can do in terms of affecting the outcome, but 
also from concerns about what kind of person one should be, and how one should 
not associate oneself with wrongness. If you overlook the effects that the collectives 
you belong to have on the world, this can have a corrupting effect on your character. 
(Such an attitude could also have a corroding effect on communities and societies 
when widely shared, but here I will focus on the individual). However, the account I 
propose is not fixated on clean hands and perfect character. Rather, it is about not 
discounting the collective contexts within which we act. 

I suggest that we should care about our marginal contributions as tokens of harm-
ful or beneficial patterns, even when not every instance counts. The focus is thus on 
contributions to types of collective harms or benefits, rather than on a particular 
token. This is because most of the real-life cases that display the structure of the 
Problem of Small Contributions are about harms that aggregate over time (like green-
house gas emissions, plastic waste accumulating in the oceans, the economic struc-
tures that make sweatshops viable, and so on), and not one-off situations. The same 
goes for many collective cases of benefit: they only come about if enough contribute 
over time, like is the case with donations to most charities, for example. For this 
reason, the crucial question in most real-life cases is not if we contribute to a harm or 
fail to help on some specific occasion (token), but if we regularly try to avoid or 
perform that type of contribution (type). 

I begin by highlighting the key features of the Problem of Small Contributions 

 
5 Pro tanto reasons are important reasons that should be taken seriously, but which can be outweighed by other 
reasons all things considered, depending on the circumstances. 
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through two examples. Then I discuss the limits of solutions based solely on aggregate 
of individual effects in section three by distinguishing what those explanations must 
assume in order to work. These features are not present in all examples of small contri-
butions to collectively caused outcomes. In section four, I argue for the importance 
of a coherent moral life of a person and how it is the correct unit of moral analysis in-
stead of isolated individual acts, and hence the evaluative stance we should take. I also 
defend my integrity approach from objections.  

2. Box of Doom and Rice Grains 
This section highlights the key features of the Problem of Small Contributions to 
collectively caused outcomes through two examples, one towards a harm, the other 
towards a beneficial outcome. The latter cases are discussed less often in the literature, 
but I find them to be equally important, as omitting to make a small contribution to 
beneficial causes can translate into missed opportunities to make things better, or it 
can help to maintain a detrimental status quo. But let us start off with the harm or, 
more precisely, the Box of Doom. 

Box of Doom 
There is an island with 10,000 inhabitants and a Box of Doom. The Box was 
brought to the island a few hundred years ago by a mad scientist, who wired all 
the 1,000 wells on the island to connect to the Box. Each time someone pumps 
water from a well, a vent opens up that allows natural gas to flow into the Box. 
Nothing happens, as the container is very large, and the gas slowly evaporates from 
little holes at the top. The islanders know about the Box of Doom and have made 
estimates about the rate of evaporation and how much gas it can safely contain. 
However, if the islanders pump water over a certain level in any given year, gas 
starts accumulating in the Box. If enough gas builds up, it leads to an explosion 
after a few years. The results could be potentially catastrophic for the island. This 
is why each islander is aware of a safe amount to pump per year. The amount of 
water is enough to cover basic needs, although being able to pump more would 
certainly make life easier.  

The key elements of the Problem of Small Contributions to a normatively significant 
outcome are included in the example. Firstly, individual acts do not cause the harmful 
outcome in isolation, but only in association with enough other such acts. In other 
words, they are harmless or non-impactful in isolation. As individual acts in isolation 
do not set off the explosion, they cause no harm as such, although they can increase 
the risk of harm. (Arguably, the psychological effect of the latter could be harmful. 
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Still, they do not cause material harm in isolation.6) Secondly, unilateral action is not 
enough to avoid the harm. There is no off-switch on the Box that someone could just 
flick and be done with the threat. Thirdly, the harm is not intended as such, but rather 
it is a side effect of some other activity. In this, the example is similar to many real-life 
environmental harms, like microplastics accumulating in the oceans. This is not a 
necessary feature of the Problem of Small Contributions, but it is often present. 

Another thing to note about the example is that the explosion in the Box of Doom 
is a threshold harm, which can take many forms. In this case, there is no explosion if 
the yearly thresholds are not exceeded, because the gas steadily evaporates from the 
holes at the top. The threshold is thus met or unmet on a rolling basis. There can also 
be cases in which the small contributions steadily accumulate over time, so that the 
harm becomes more and more likely with each contribution, or there might be many 
thresholds.  

Next, let us look at small contributions to a positive outcome.  

Rice Grains 
A village with 100 residents hosts a weekly party, to which they invite people from 
nearby villages. The neighbouring villages are less well-off, and the weekly 
gatherings help them to prevent malnutrition. The tradition is to serve risotto at 
the party, so a large pan is set up, in which risotto is cooked from rice donated by 
the residents. As decided by the village council (of which all residents are 
members), each resident is supposed to donate one cup of risotto rice each week, 
which equals roughly 5,000 grains. The risotto therefore has approximately 
500,000 grains of rice in it. Experience has taught the villagers that this is a good 
size because all partygoers get enough to eat. This is also the surplus amount that 
each villager can donate without their own families going hungry. 

As before, the outcome is brought about only if enough people contribute to it. Indi-
vidual donations will only make the party risotto possible if there are enough other 
such donations. Furthermore, unilateral action is not enough: no villager has enough 
rice to make the risotto happen on their own. In the same way, an individual unila-
terally opting out will not jeopardise the outcome: a risotto with 495,000 grains will 
still feed all the partygoers. Individual small contributions are non-impactful in isola-
tion.  

A difference with regard to the harm example is that the risotto is an intended 
outcome of the small contributions, not a side effect of some other activity. Another 
difference is that while the explosion was purely a threshold outcome, under or above 

 
6 Pumping over the limit might cause anxiety or stress among islanders who know about the activity. However, for 

the sake of simplicity, I will focus on material harm or a risk of such harm. 
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which individual acts do not have an impact, in Rice Grains there is a range for the 
ideal number of contributions, but no clear threshold for when the heap of rice 
becomes the party risotto. Individual acts over and above the range of the ideal 
number of contributions still have an impact, although the outcome might be sub-
optimal (there is not enough food to feed all, or there is too much food, resulting in 
waste). Despite these differences, in both examples, a unilateral withdrawal of one’s 
small contribution will not change the outcome for the better or the worse: there will 
still be enough risotto for everyone, even if Rosa does not donate, and there might be 
an explosion even if Riko never pumps water over the limit. These actions are non-
impactful in isolation (i.e. if only one person acts in that way, the collective outcome 
does not come about), but if enough people cooperate with the safety limits, there 
will be no explosion, and if enough people do not contribute, there would not be 
enough risotto. What others do matters. 

The configuration of real-life small contributions to collectively caused outcomes 
might of course bear little resemblance to such invented examples. There might be 
no thresholds at all, just a steady accumulation of harm or benefit. One’s small contri-
bution could also have an impact many times over, as with anthropogenic climate 
change. While there has been a lot of debate over the effects of individual emissions 
(e.g. Cripps 2016; Sandberg 2011; Kingston & Sinnott-Armstrong 2018), climate 
change is not the best example of the Problem of Small Contributions. This is because 
while individual emitting choices, such as Sunday joyrides with gas-guzzling cars, are 
small contributions to a great harm, they lack the central feature of being non-impact-
ful in isolation. An individual’s emissions have countless opportunities to cause harm 
over the decades and centuries that they spend in the atmosphere (Broome 2019). 
However, not all small emissions contributions are borne out of such direct choices 
as deciding to go on a Sunday joyride (more on this in the next section). Therefore, 
the Problem of Small Contributions returns. 

3. Direct Small Effects and Direct Small Choices 
Examples of small contributions usually assume what I will call a direct small choice: 
the agent has a choice that is entirely up to them, albeit without control over the 
collective outcome. They often also assume a direct small effect: the agent’s action has 
an effect, even if this is imperceptible in isolation from other such acts. Yet these fea-
tures are not always present in real-life instances of the problem of small contribu-
tions. 

In Derek Parfit’s (1987: 80–81) famous case of a mistake in moral mathematics, 
The Harmless Torturers, a thousand torturers each turns a dial that distributes a mini-
scule amount of pain to a thousand victims. Although no single torturer can be said 
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to have made their pain worse, each victim is in severe pain as they are being tortured 
by a thousand people. Each small contribution to the torture has a direct small effect, 
albeit imperceptible. The individual torturers cannot – in isolation – decide if the 
person is being tortured or not, or the level of pain that the victim is under. However, 
they have a direct small choice: it is up to them if they turn the dial or not. Rice Grains 
also has these features: each individual can decide to contribute their cup, or not, in 
isolation from the other decisions (direct small choice) and as a result of this decision, 
there is either one cup more or one cup less in the risotto (direct small effect). Al-
though your contribution might not be perceptible or significant, and you have no 
direct control over the outcome, you still have some direct small room for manoeuvre. 

While an individual turning the dial results in too small a difference in pain for 
the victim to notice, each torturer has turned the dial a thousand times. They should 
care because of the aggregate impacts can amount to a great harm. However, this 
approach works only in cases when the agent is repeatedly contributing to some 
outcome via direct small choices through actions which have direct small effects. But 
not all cases of small contributions to collective outcomes have such features. When 
the available infrastructure offers no real options, an average individual has no direct 
small choice (apart from trying to influence others). Consider contributions to en-
vironmental pollution. You can take the metro to work instead of driving your car, 
only if an efficient enough public transportation system is available. The same goes 
for the type of energy infrastructure that powers the public spaces you use (Hormio 
2024: 7–8). In such cases, there is no direct small choice in isolation from others (or 
if there is, it is unfeasibly prohibitive: drive your car to work or quit). Compare this 
with the Box of Doom, in which each individual chooses if they abide by the water 
restrictions, even though they have no control over the collective outcome.  

The causal impact of small contributions has been emphasised in the literature by 
looking at the aggregate impact made by each agent over a period of time, or at the 
aggregate impact on a beneficiary or victim. This is where the moral mathematics 
comes in: you should consider the collective setting. Although the electric shock 
caused by turning the dial is too small to notice, taken as a set, the torturers inflict 
great suffering on their thousand victims (Parfit 1987). There is an epistemic dimen-
sion to the argument about sets. In the Box of Doom, the individual rule-breakers do 
not know how many others are pumping over the limit. They are behaving in a way 
that would cause harm if enough other people behaved like them, but their actions 
do not cause material harm because there are only 70 of them (let us assume this is 20 
islanders short of a 90-person-harm-causing set). Regardless of this, it is wrong for 
them to act this way, as they do not know what others are doing: the set they are part 
of could be large enough to cause an explosion. Individual contributors do wrong if 
they ignore the risk that their actions may become perceivable depending on what 
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others do (Spiekermann 2014: 89), and we should not ignore such risk because we 
cannot be sure what others will do. Or, as Julia Nefsky (2017) argues, we should not 
decide in advance that our individual action is insignificant when an outcome is 
uncertain.7 

However, if you have perfect knowledge of a situation, an individual act that is 
harmless in isolation seems permissible if you are certain of what others do. It would 
be fine to pump over the limit if you have installed security cameras at all the pumps 
and know that enough others are complying with the restrictions. It is equally fine to 
turn the dial if you know for certain that your contribution will not be perceptible 
due to what others have done. It is unsatisfactory to have an account with such limita-
tions, especially since it seems to allow for cases that go against our moral intuitions 
about how we should treat each other.  

Indeed, there seems to be something strange about wondering if our individual 
small contribution is harmful when such activity in general causes harm. How many 
of us would be comfortable about being friends with harmless torturers? Surely there 
is something amiss in your character if you think that while torture is bad, it is 
acceptable for you to torture just a tiny bit, as you or someone else has calculated that 
it makes no difference to the suffering of the victim. It is like saying that although I 
do not believe in animal cruelty, because a kitten is already sure to drown in a bucket, 
I might as well add some more water into it. I find the cases with more bite to be the 
ones in which the activity is not arguably harmful already by definition (like torturing 
someone). These are cases like the Box of Doom, when you are pumping water to meet 
food and hygiene needs better, not to kill kittens. 

4. Coherence of the Moral Life of a Person 
Although we can focus on individual acts and analyse them, their normative signifi-
cance can often only be evaluated by looking at the coherence of the moral life of a 
person, or so I suggest in this section. Although the problem of small contributions 
is usually framed in terms of how individual actions are instrumental to morally sig-
nificant outcomes, I argue that what matters more is the issue of the individual's 
moral character and that potential solutions should focus on this instead. I explain 
what I understand by coherence and integrity, as well as discuss how contributing to 
a collective outcome should be conceptualised. I will also quickly note how my sug-
gestion differs from the version of an integrity account that is said to suffer from the 
superfluity problem (Nefsky 2019; Wieland & van Oeveren 2020). But to begin, I start  
 

 
7 She distinguishes between making a difference and helping to bring something about (Nefsky 2017). 



The Institute for Futures Studies. Working Paper 2024:6 

141 

by explaining the morally evaluative stance that I think is often the most relevant 
when looking at collective impact cases. 

We should consider whether an action in a collective context is something that we 
want to do, not only because of the possible impact of the horizontal accumulation (i.e. 
that it belongs to a set of acts that in aggregate cause harm or benefit), but also the 
impacts of vertical accumulation on one’s character, to use my own terms. By choosing 
to use the words ‘horizontal’ and ‘vertical’ in this context, I want to draw attention to 
how these are different and independent dimensions of accumulation of small 
impacts into something normatively significant.  

Think of each contribution as a dot. In horizontal accumulation, the dots are 
spread widely over many points, because the collective outcome is an aggregate of 
contributions by several people. This is how small contributions are usually described 
in the literature. In contrast, I use the term ‘vertical’ to highlight how the accumula-
tion can also be framed from the point of view of one person (dots piled on top of 
one another). But instead of focusing on the aggregate causal impact of such vertical 
accumulation of one person’s choices over a period of time (e.g. Broome 2012; Nolt 
2011), I want to focus on the impact of the accumulation on the people themselves.  

My argument is that such a vertical evaluative stance, focused on the coherence of 
the moral life of a person, can give us a reason to make or refrain from making small 
contributions. Reasons of character can make us rethink our contribution to a collec-
tive outcome, even if we are certain that our individual acts are harmless or create no 
benefits in isolation in a given instant. This has a lot in common with Bernard Wil-
liams’ (1981) argument about integrity: we should not be fragmented agents, but 
internally coherent. We might often fail, but overall, we should aim to live our lives 
in a way that corresponds with our values, and this includes what we are involved in 
as members or constituents of collectives. The idea is not to aim for some moral 
sainthood, or to fret over every dot in the picture, but to look at the patterns instead. 
Such patterns certainly form over months and years, but the relevant period of 
evaluation will vary. Although the literature on the problem of small contributions 
has focused on momentary choice situations, I am arguing that the central question 
should instead be individual behaviour over time. 

By bringing up integrity, I wish to refer to the idea that we should not discount 
the effects that we bring about together when we think about how we should live our 
lives. Marion Hourdequin (2010) describes moral integrity as an obligation to avoid 
hypocrisy by accepting some level of personal obligation to try to fulfil a collective 
obligation one has accepted. After all, human psychology does not lend itself to stark 
separation between personal and political obligations, the individual and the 
collective. Although the exact concept of integrity is difficult to pin down, it includes 
both internalisation of certain commitments and unity among these commitments, 
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in other words, ‘integrality’ and ‘integration’ (Audi & Murphy 2006; Hourdequin 
2010). I do not aim to offer reasons for caring about something for those people who 
in general do not care about it.8 The point I want to make here is simple: that by 
discounting the collective outcomes we are contributing to, we could be letting go of 
some of our commitments as individuals. If one attempts to separate the individual 
and the collective domains starkly in moral matters, it can lead to a lack of coherence 
between one’s values and contributions. Any blunt separation is an illusion. Such lack 
of coherence can also be harmful for the person’s character. 

While our everyday small choices affect the coherence of our moral lives, I do not 
aim to present an account that comes straightforwardly under virtue ethics. While the 
torturers could easily be covered by such an account – their willingness to play a part 
in torture pointing to cruelty or indifference to the suffering of others – it is harder 
to find such obvious character flaws in the more mundane small contributions to 
collectively-caused harms, especially when their roots are in structures. However, 
while character-based reasons are not the whole story, they are still an important part 
of the integrity account that I am proposing. If we willingly contribute to harm daily, 
however imperceptibly, we could become numb to the problem. Not caring enough 
can become part of your moral narrative if you start regarding such participation as 
morally fine, when in reality you are prepared to be part of a set of people who could 
blow up an island together.  

The appeal is not to the aggregate impacts made by an agent over a period of time, 
but to the aggregate impact on the agents themselves: the corroding and corrupting 
effect on our characters if we fail to properly consider the impacts of the collective 
outcomes we contribute to. In time, such numbness to a problem can also contribute 
to creating harmful social norms around the issue, which can help to create the shared 
illusion that what we are doing together is at least acceptable, if not fine, even if the 
collective outcome is harmful. 

With small contributions to collectively caused outcomes, it can be unclear what 
‘contributing’ refers to, if it does not necessarily have a causal effect. The answer will 
depend on the kind of collective that is in question, that is, if the collective outcome 
is due to organised collective action or looser collective patterns of behaviour. To use 
The Harmless Torturers to illustrate the difference, the small contributions could be 

 
8 One might ask: what about those who don’t have the relevant values? If I do not value the well-being of other 
people, or care about non-human nature, and I do not consider these when making decisions, then why should I 
care about the collective level features of my actions? The argument offered here does not seek to offer an 
overarching account of why we should care about small contributions. Its ambition is limited to trying to show that 
if we care about other people or nature more generally, then it is incoherent to not to also care about our small 
contributions to harms or good outcomes. This holds at the level of types of acts, but not with every token.  
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made in a setting of organised action (individuals who work for The Harmless Tortu-
rers Ltd.) or as a result of looser collective patterns of behaviour (e.g. the individuals 
are following some bizarre social norms).9 In this article my focus is on organised 
collective action, whether by collective agents or more informal groups, but I have 
written about small contributions as part of looser collective patterns elsewhere 
(Hormio 2024: 91–97). 

One example of an organised collective is the village council in Rice Grains. Chris-
topher Kutz’s (2000) notion of a participatory intention offers a simple and effective 
way of conceptualising collective action and helps in thinking through our individual 
responsibility as members of collective agents. We share a goal that teleologically 
explains our actions when our participatory intentions overlap (and we are sufficient-
ly aware of this). That is, they are not explained in causal terms, but in terms of the 
purpose they serve. The villagers donate a cup of rice each to make the party risotto, 
because the village council has decided to help feed the neighbouring villagers with a 
weekly feast. In causal terms, one donated cup does not make or break the collective 
goal of serving the party risotto, but it can nevertheless be conceptualised as contri-
buting to it, because the purpose the donation serves is to be a gift towards the risotto. 
Participatory intention is made up of a collective end (the object of a description that 
is constituted by the acts of many individuals), and the individual role (action an indi-
vidual performs to promote a collective end) (Kutz 2000: 81). In Rice Grains, the col-
lective end is the party risotto, and the individual role is to donate a cup of rice to it.  

Individuals do not need to intend the collective end, as long as they interpret 
themselves as contributing to it. This account of joint action is more minimalistic than 
many other accounts, as it does not require a collective commitment, only an accept-
ance of collective norms.10 We often act together under only a vague description of 
what we intentionally promote together (Kutz 2000: 155). Some of the villagers in 
Rice Grains might only contribute their cup of rice because their neighbours do, 
without any intention as such to feed people from neighbouring villages. Because 
participatory intentions need only sufficiently overlap (“contribute to the risotto”), 
the members do not have to intend every action that is performed for the collective 
end to count as members.11  

 
9 My interpretation is that the individuals are employed to be torturers or are otherwise members of an organised 
torturing collective. But if the dial was in a park with only an instruction note attached to it, with random people 
turning the dial, it would still be callous to do so. You would allow yourself to be involved in easily avoidable 
collective harm. 
10 Collective norms can be understood either as social norms particular to some collective, like an organisation or 
an association, or as behavioural regularities within the wider collective environment. 
11 Note that this does not rule out unintended collective consequences, but simply means that participatory 
intentions are directed at a goal that is intended. What we tolerate, desire, and value links us to the collective 
outcome. When it comes to accountability for collective action, the basis is individualistic (your participatory 
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One concern is that we need a reason to act (or refrain from acting) that connects 
appropriately to the collectively produced benefit or harm. A donation expresses 
support for the weekly feast and solidarity with fellow villagers, without having to 
make calculations about the expected utility of the contribution. On this broader con-
ception of contributing, we can no longer explain why we should take one specific 
action rather than another (Nefsky 2015). If my action is not expected to make an 
actual difference to the outcome, but is meant mostly to express support and soli-
darity, then why not do something symbolic only? Since 99 cups of rice make enough 
risotto to feed all the partygoers, why should I contribute a cup instead of, say, singing 
about the virtues of donating rice? The problem, of course, is that if everyone thought 
like this when individual contributions are small, nothing significant would ever be 
achieved.  

The answer to this lies in separating two worries: can an account tell us why we 
should take one specific action rather than another at a given instant, and can it ex-
plain why we should take that type of action in most cases? While there can be a reason 
to make or refrain from an action of a certain type, my account does not purport to 
be action-guiding in a choice situation, as it does not apply to all tokens of a type of 
action. I aim to give only a pro tanto reason; the all-things-considered reason depends 
on the circumstances. It might not even make sense to ask questions about contri-
butions in all individual instances, and it probably does not matter what a given vil-
lager or islander does on a given day. My suggestion is that our evaluative focus should 
instead be on the patterns that our actions form.  

Imagine a villager in Rice Grains, who often sings about the merits of contributing 
to the risotto, but week after week, fails to give anything. In my account, what matters 
is the narrative that forms over time. Or imagine an islander who displays posters out-
side their house about the importance of keeping an eye on water consumption but 
neglects to vote for the installation of water saving taps in nearby public amenities. In 
this case, an opportunity to make a difference is not taken. Symbolic ways can count 
as contributions sometimes, and can replace more concrete ways to contribute, but 
only as long as they are balanced by other acts as well. As the focus on the coherence 
of the moral life of a person is about the big picture, symbolic reasons of character 
matter alongside collective consequences.12 

 
intention), but the object is collective (the outcome of collective action) (Kutz 2000: 115–116). Therefore, even if 
you do not intend to contribute to a collective harm, you can still be accountable for the bad outcome if you do not 
revise or question your participation. 
12 I should make it clear that my concern with character is not about trying to attain as clean hands as possible. 
Not only would that probably involve being somewhat of a hermit in the modern, interdependent world, but it 
would certainly result in lost opportunities to be part of a change for the better. My concern is rather that if we 
discount the results of the collective action that we contribute to, we are paying insufficient attention to a large 
part of our moral lives. 
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The idea of the coherence of the moral life of a person includes what we do and 
intend to do with others, and what we owe to them due to this. This does not mean 
that the only way to participate is through donating the rice. There might be weeks 
when singing or some other such expressive act makes sense. But if many others start 
also singing instead of donating their cups, the situation changes. When participating 
in collective action, one should always have their feelers out for changes in the collec-
tive context (Hormio 2024: 84).  

Sometimes there are options to not contribute. Say that the islanders have dug 
new wells that are not connected to the Box of Doom. Unfortunately, the mad scien-
tist dug her wells in places with the best groundwater reservoirs, so the new wells 
draw from more confined and unsaturated aquifers, with the result that the islanders 
must pump much harder to obtain water. They prefer using the old wells because 
they deliver more water with less work. Still, the new wells provide the islanders with 
an option to opt out of being part of the problem, albeit at a personal cost. This ver-
sion of the Box of Doom resembles many purchasing choices in the real world. 

The coherence of the moral life of a person does not usually stand or fall due to 
individual acts in certain time slices, as it is about the bigger picture and patterns.13 
In other words, an overly individualistic conception of one’s footprint in the world is 
at odds with the interdependent reality of our moral lives as social beings engaged in 
multiple levels of (obvious and less-than-obvious) cooperation each day. Not applying 
the values we hold as individuals to our behaviour in collective contexts is incoherent, 
and in the long run, detrimental to the way we organise our lives together. 

5. Conclusion 
Sometimes the correct unit of moral analysis is not an individual act, but the coher-
ence of the moral life of a person. Small contributions to a harm or to a good outcome 
matter if they are contributions to a normatively significant outcome, regardless of 
whether we can tease out any causal difference through a direct small choice or a 
direct small effect. Some contributions to collective outcomes operate under collec-
tive level structures that limit or pre-describe individual acts in such a way that there 
is no direct small choice or effect. To explain why individuals still have a pro tanto 
moral reason to make or withhold their contributions, the evaluation must encom-
pass more than just the aggregate causal impact.  

 
13 If you have seen that the social norm around participation is robust, and that contributions are made week after 
week, it is not incoherent to contribute sometimes to the collective end in some way other than by donating your 
cup: you can be fairly certain that the collective goal is achieved regardless. Still, such alternative ways of 
contributing must always be made with the view of the collective context, i.e. the agent must monitor the 
collective context and stay alert to possible changes. 
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Although the focus has been on the impact of small contributions to an individual 
character, the goal is not to have scrupulously clean hands and perfect character. 
Rather, the goal is to become aware of oneself as enmeshed in several collective webs, 
an individual who is socially situated in an interdependent world. In other words, to 
drop an overly individualistic way of conceptualising the effects of one’s actions. In 
collective harm cases, our evaluative focus should be on the patterns that our actions 
form with other such acts in a collective setting. Moral theorising should not try to 
isolate individual effects and agents in cases in which it does not make sense. 

Our contributions, however small they might be, are part of our moral narrative. 
The collective goals we promote should be coherent with our values. Caring about 
small contributions forms part of a coherent moral life.14 
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Rescuing Ourselves from  
the Pond Analogy 

Peter Singer famously argues that when we spend money on seemingly ordinary 
pleasures for ourselves, we are doing something gravely wrong. In the process, he 
(famously) draws an analogy between spending money in such ways and not 
saving a child drowning in a pond when you could easily do so. There have been 
many responses to Singer. Some of these make potentially important points and 
might give grounds for rejecting Singer’s principles. But what they do not do, we 
argue, is respond effectively to the Pond Analogy and the argument it itself gives 
for Singer’s conclusion. This reveals that Singer’s focus on deriving his conclusion 
from general principles is a mistake; the hard-to-resist argument is the Pond 
Analogy itself. More broadly, we show that the Pond Analogy presents a crucial 
challenge to our ability to give a plausible, coherent conception of morality. We 
close by sketching our answer to it. 

 
 
 
 
 

  

 
1 Department of Philosophy, University of Toronto. 
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1. Introduction 
Peter Singer famously argues that when we spend money on small pleasures or luxur-
ies for ourselves, such as a dinner out at a restaurant or movie tickets or new clothes 
that we do not need to stay warm, we are doing something gravely wrong. Most of us 
regard these sorts of choices as ordinary, perfectly acceptable parts of life, at least inso-
far as they are not done excessively or extravagantly. But Singer argues that spending 
money in these ways is (typically) wrong. We ought instead to donate this money to 
organizations that provide life-saving aid to people in need. It is seriously wrong if we 
do not do so.2  

The claim is not just that sometimes you should forgo some pleasures or benefits 
for yourself and donate the money instead. It is that (nearly) any time you spend mon-
ey in these sorts of ways, you are acting wrongly, and seriously so.3 Let’s call this con-
clusion, “Always Donate” for short. 

As is well-known, in arguing for this Singer draws an analogy between spending 
money on pleasures or luxuries for oneself and choosing not to save a child drowning 
in a pond when you could easily do so. He asks us to imagine the following scenario: 

Pond: On your way to work you pass a small pond, and you see that there is a 
young child drowning in it. There is no one else around. Wading in and rescuing 
the child would be easy and safe, but you would ruin your new shoes and suit.4 

Of course, you ought to save the child in this scenario. If you don’t save the child 
because you don’t want to ruin your new shoes and clothes, this would be horribly 
wrong. But Singer’s suggestion is that when you spend money on unnecessary 
pleasures or luxuries you are doing something equivalent to that. Instead of, say, 
spending $100 on a dinner at a restaurant, you could have an inexpensive meal at 
home and donate the remaining money to an aid organization. Doing so would - 
Singer says – save a life. Choosing to go to the restaurant, then, is just like choosing 
your new shoes over saving the child in the pond. It is choosing a small benefit for 
yourself over saving someone else’s life. It is wrong for the same reason and to the 
same extent. This is the Pond Analogy. 

There have been many attempts to reply to Singer, and some of these make im-
portant points. Our aim in this paper, however, is to show that various such seemingly 
promising responses do not actually reply effectively to the Pond Analogy, and to the 

 
2 (Singer 1972, 2019).  
3 Except, of course, if not donating is needed to preserve your mental health sufficiently, so that you will be able to 
make future donations, or if it would be in some other way counterproductive to donate on this occasion.  
4 Singer 1972, 231, and (Singer 2019, 3). 
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argument that the analogy itself gives for Always Donate. In particular, we argue that 
rather than explaining where the analogy goes wrong, these replies each require, for 
their own ideas to work as intended, presupposing that the analogy is mistaken. So, 
they do not actually dispel the analogy and the case it makes for Always Donate. 
Instead, they offer potentially important, good ideas which depend crucially, for their 
own functioning, on there being another independent way out of the analogy.  

More generally, our paper aims to show that responding to the analogy is a differ-
ent and more fundamental task than people have understood. We argue that we cannot 
get out of the Pond Analogy, and its implausible implications (like Always Donate), 
by developing a more plausible conception of morality than Singer’s (and others like 
his), or by revealing that Singer’s view neglects some important aspect of morality, or 
of how its demands interact with other aspects our lives. We show that it is quite the 
opposite: the development of a plausible conception of morality, and of the inter-
action between morality and our other ends and projects, depends on our being able 
to break the analogy in a prior, independent way. 

How then can we get out of the analogy and its implications? In the final part of 
the paper, we sketch what we think is the answer. We propose that breaking the ana-
logy requires recognizing the mistake in an auxiliary assumption in Singer’s argu-
ment: his assumption that by donating money, you save a life. Many have just as-
sumed that this assumption is true. But even when objections to it have been raised, 
people seem to think that our ability to get out of Always Donate should not hinge 
on that sort of point. We think, however, that this is, in fact, exactly where the mistake 
in Always Donate lies. Indeed, our view is that understanding why this sort of claim 
typically does not hold is essential to understanding the nature of our duties to help 
others, and the nature of imperfect duties more generally. 

Before we begin, a clarification: as we’ve seen, there is a direct argument from the 
Pond Analogy to Always Donate. Namely, there is no morally significant difference 
between not helping in Pond and what we do when we spend money in the ways in 
question; therefore, since it is seriously wrong to not help in Pond, it is also seriously 
wrong to spend money in such ways. But Singer does not present his argument in 
that way. Instead, he is focused on giving an argument from general moral principles. 
The central general principle that he invokes is:  

Singer’s Principle: “If it is in our power to prevent something bad from happen-
ing, without thereby sacrificing anything of comparable moral importance, we 
ought, morally, to do it.” (Singer 1972, 231.) 

This, he says, implies Always Donate when combined with a couple of auxiliary pre-
mises, which he takes to be uncontroversial: 
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(i) Suffering and death from lack of food, shelter and medical care are bad. 

(ii) Donating to an aid agency, instead of spending money on a pleasure or 
luxury for yourself, prevents some such suffering or death.  

 
Singer does defend the Pond Analogy, but he does so primarily in order to show that 
the principle applies, just as it does in Pond, to the decision of whether to donate 
money or spend it on a pleasure for yourself. That is, he defends it to show that there 
is nothing about that sort of choice situation – call it “Charity” – that brings us out of 
the ambit of the general principle. But while this is how he presents his argument, 
one lesson of our paper is that Singer’s focus on the general moral principle is a 
mistake. The general principle that Singer invokes is easy to reject. The powerful 
argument is the direct one from the Pond Analogy itself. It is hard, we will see, to get 
out of that argument without begging the question.5 

2. Agent-Centred Prerogatives  
We are going to begin with Sam Scheffler’s idea that morality includes an agent-
centred prerogative. Scheffler doesn’t develop this idea in response to Singer. But it 
provides a plausible way to reject Singer’s Principle, and it might seem to explain why 
Always Donate is false. However, we will show that this does not work – not unless 
we can reject the Pond Analogy on prior grounds. We will then show that the same 
problem arises for ideas that have been given specifically in response to the Pond 
Analogy.  

The idea of an agent-centred prerogative is the idea that there is a permission to 
give your own interests greater weight than those of other people. The contrast is 
impartial consequentialism, which says that we are required to always act in the way 
that will produce the outcome that is best from a fully impartial perspective. Scheffler 
points out that a very basic fact about human agency is that people do not operate 
from a purely impartial perspective. Each person has their own personal perspective 
from which they determine what they care about, evaluate how things are going, 
make decisions, and live their lives. “People do not,” Scheffler writes, “typically view 
the world from the impersonal perspective, nor do their actions typically flow from 
the kinds of concerns that a being who actually did inhabit the impersonal standpoint 
might have.” Arguably, morality must work with this very basic, core fact about hu-
man agency by to some extent allowing individuals to devote energy and attention to 

 
5 Singer points out that weaker versions of the principle work just as well for the argument. As we will see in 
section 5, this doesn’t matter much for our point. 
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their own interests “out of proportion to the weight” they would receive from a fully 
impersonal standpoint. 

Importantly an agent-centred prerogative is a permission to give only a certain 
amount of greater weight to your own interests. It is not a blanket permission to do 
whatever you want. So, it will not always be permissible to pursue your own projects 
or interests. But because there is some degree of permission to weigh your interests 
more heavily, this is supposed to make sense of how there is room for people to per-
missibly pursue, over time, their own interests, projects and relationships. 

This might seem to give us a good way to reject Always Donate. If I can give extra 
weight to my own interests, this – we might think – explains why it can be permissible 
to not always donate money when I could do so at what, from an impartial per-
spective, looks like just a small cost. But does this work?  

To be plausible, the extra weight the Agent-Centred Prerogative allows you to give 
to your own interests needs to not be enough to make it permissible to not rescue the 
child in Pond. The prerogative would allow you to weigh your interests in not ruining 
your new clothes more heavily than a fully impersonal calculus would. But this extra 
weight needs to not be enough to make it permissible to not save the drowning child, 
since you are certainly required to save the child at the cost of your clothes. Pond is 
exactly the sort of case in which the extra weight you can give yourself must not be 
enough to make it permissible to not help someone. 

But this means that if the agent-centred prerogative is to be of any help in explain-
ing why Always Donate is false, it needs to be able to apply differently in Charity than 
in Pond. Otherwise, we would have to say that in Charity, just as in Pond, while you 
can give your own interests extra weight, this extra weight is not going to be enough 
to make it permissible to go out to the restaurant, or to buy the new clothes, when 
you could instead donate this money and save a life. So, for the idea of an agent-
centred prerogative to be of any use in showing the mistake in Always Donate, we 
need to be able to reject the Pond Analogy on prior grounds.  

The point is not just that an agent-centred prerogative can’t help us get out of 
Always Donate. It is also that it cannot do what Scheffler and others want it to do in 
general unless we can reject the Pond Analogy on prior grounds. Unless we can 
explain why helping in Pond is morally different from donating in Charity, an agent-
centred prerogative will not actually be capable of justifying doing the things needed 
to pursue over time your major life projects, or to maintain your relationships, and 
so on. Suppose, for example, you have an aunt who you love and want to maintain a 
close relationship with. Can the prerogative explain why you are permitted to spend 
money and time on doing so? Well, it would be wrong not to save a child drowning 
in a shallow pond, even if you are on your way to your only chance to visit your aunt 
this year. So, unless we can say that the choice in one’s actual life between visiting 
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your aunt and donating the time or money is morally unlike this variation on Pond, 
we would have to say the same thing there: that even with the bump from the agent-
centred prerogative, your interest in visiting your aunt is not going to be enough to 
permit you to go ahead with the trip, rather than donate the money. For the agent-
centred prerogative to be capable of doing what it is supposed to do – explain how it 
can be permissible to do things like visit your aunt, or take a philosophy class, or work 
on an art project (even when they are not optimal from an impartial perspective) – 
we need to be able to reject the Pond Analogy on prior grounds. 

3. The Aggregationist Response 
Several philosophers have proposed that the key difference between Pond and Charity 
is that Pond is anomalous, whereas the opportunity to donate money is constantly 
there. As long as you have some expendable income, you will always be in a position 
to help people living in extreme poverty by donating. This is a very different from 
what we assume to be the case in Pond – that it is a one-off, unusual situation.6 

To get a morally analogous ‘pond’ case to Charity, we need to imagine that you 
are constantly encountering opportunities to rescue drowning children from ponds. 

Constant Ponds: In the city where you live there are ponds everywhere, and 
young children are constantly falling into them. It is impossible to do anything 
outside your home without coming across a child drowning in a pond. If you were 
to rescue every child that you could, you would never be able to get anywhere. 
Even when you are home, you know that an option available to you is to go outside 
and rescue children.7 

Travis Timmerman argues that, while you must rescue the child in the original Pond, 
it is not true that in Constant Ponds you must always rescue a child whenever you 
could do so at only a small cost to yourself. He writes, “Few moral truths may seem 
more obvious than that one is obligated to sacrifice $200 to save a child’s life at least 
once. But it’s far from obvious that one is obligated, for his or her entire life, to con-
stantly sacrifice everything comparably insignificant to a child’s life.” (Timmerman 
2015, 211) According to Timmerman, for someone who spends much of their time 
saving children in Constant Ponds, it is intuitively permissible for them to, say, go to 
the theatre sometime, even if there is nothing major (like their sanity or their ability 
to provide for themselves) at stake in their doing so, and even though this means 
passing up an opportunity to rescue children.  

 
6 See (Timmerman 2015); (Thomson 2021); (Garrett Cullity 2004, 85; G. Cullity 2003); (Schmidtz 2000). 
7 There are a number of examples like this in the literature, but for this simple version see (Woollard 2015, 126). 
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We think it is actually very difficult to say what is permissible in Constant Ponds. 
But regardless, what’s important for our purposes here is the suggested way out of the 
Pond Analogy. The suggestion is that whether a situation is anomalous or non-anoma-
lous can affect what you may permissibly do on a given occasion. It is one thing to 
say you must rescue in a one-off, unusual encounter. It is quite another to say that you 
must do so each time in a series of repeated opportunities to rescue.  

Why would it matter whether the situation is anomalous or not? Jordan Thomson 
proposes that it is because aggregate costs matter. When one faces repeated low-cost 
rescue opportunities over a long period of time, while the cost of any single rescue 
alone (looked at individually) may be low, the aggregate cost of performing all of the 
rescues is very high. Doing so would consume your life. These aggregate costs can 
justify refusing to rescue sometimes.8 

Does this work as a way out of Singer’s conclusion? To see the problem, return to 
the original “one-shot” Pond case. Regardless of the extent of your charitable contri-
butions, you are morally required to rescue the child drowning in the pond in front 
of you. You cannot claim that since you do a lot to save lives at other times by donat-
ing to aid organizations, it is permissible to go ahead to the theatre and not stop to 
rescue the child. But how can the Aggregationist say this? Why don’t the aggregate 
costs of your donations make it permissible for you to forgo helping this time? The 
Aggregationist wants to say that this is because Pond is anomalous. But why is it 
anomalous? For Pond to be anomalous it must be relevantly different from choices 
we face all the time. But this means that Pond is anomalous only if it is not morally 
just like the choice in Charity, since the choice in Charity is one that we face con-
stantly. In other words, the very thought that Pond is anomalous presupposes that the 
Pond Analogy is mistaken: it presupposes that the choice in Pond is not morally just 
like the choice Charity. 

Of course, Pond is, in certain descriptive features, an unusual encounter: most of 
us rarely encounter the opportunity to rescue someone from drowning specifically. 
However, the Aggregationist approach cannot merely appeal to these descriptive 
differences. Each opportunity to donate to a charitable organization is different in 
some descriptive features from every other. For instance, an opportunity to rescue 
someone by donating to the Ukraine war effort at this specific, current stage of the 
war is something you will never encounter again, and so is in that sense anomalous. 
For the Aggregationist approach to work, it must be that Pond is anomalous in some 

 
8 (Thomson 2021). See also (G. Cullity 2003). There might be a number of different ways of cashing out how this 
justification goes. Theron Pummer offers one attractive way of understanding it, using the notion of an agent-
centred prerogative. Aggregate considerations, he argues, can amplify the prerogative that you have on a given 
occasion. See (Pummer 2023) 
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morally relevant respect – in a respect that distinguishes it morally from the oppor-
tunities we have all the time to help people at low cost.  

So, the claimed difference between Pond and Charity depends on there being 
another prior answer as to why Pond and Charity are not morally the same. Thomson 
argues that the burden is on Singer to show that we must respond to each non-
anomalous case just as though it were anomalous. But the very claim that Pond is 
anomalous assumes that the Pond Analogy is mistaken. The burden is really on us, 
therefore, to show that we can reject that analogy. Only then can we use the Aggrega-
tionist approach to explain the mistake in Always Donate. As with the agent-centred 
prerogative, the point is not only about responding to Singer. It is also that for this 
very plausible idea that aggregate costs matter to function as it is supposed to, we need 
to be able to reject the Pond Analogy on prior grounds. 

4. Beneficence as a Duty to Adopt an End 
A different approach that might seem to hold a lot of promise appeals to a broadly 
Kantian account of the duty of beneficence as a duty to adopt an end. Several philoso-
phers have argued that this view can explain why in some cases – like Pond – one 
must help in the particular instance, while in others – like our ability to donate to 
charitable organizations – there is room to choose when and how to help. Let’s start 
with (Stohr 2011)’s version of this view.  

On the Kantian view, the duty of beneficence is a duty to make the happiness of 
others one’s end, and Stohr argues that this generates two related duties: a wide duty 
to help others, and a narrow duty “to avoid indifference to others as setters of ends” 
(Stohr 2011, 61). On the wide duty: you do not need to help everyone at every oppor-
tunity to count as having the happiness of others as your end. But you cannot count 
as having this end if you never help anyone. So, you must do some helping, but there 
is room to choose when and how. However, in addition to this wide duty, having the 
happiness of others as your end requires never being indifferent to others as setters of 
ends (the narrow duty). I manifest indifference to someone, roughly, when I treat 
their ends as not worth taking into account in my deliberations. If you ask me for the 
time and I just keep walking without even acknowledging your request, I have 
manifested indifference to you. On Stohr’s view, “although we are not always re-
quired to help, we are always required not to be indifferent.” (Stohr 2011, p. 45) 

Often I can avoid manifesting indifference without helping you pursue your end. 
I can show that I care about your plans to go on vacation by just expressing joy about 
it. I do not need to help you realize your plans by, say, making a financial contribution 
to your travel costs. Or if you are moving, I do not necessarily need to help with the 
move in order to not manifest indifference. Telling you that I am busy that day and 
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thus regrettably won’t be able to help is often enough. However – Stohr says – in some 
situations helping someone is the only way to not be indifferent to her. In such a case, 
one is required to help. In Pond, politely explaining to the drowning child that, 
regrettably, I have dinner reservations and won’t be able to pull her out of the pond 
does not suffice to count as having an attitude of recognizing the child as a setter of 
ends; I must rescue the child. 

On Stohr’s view, the key difference between Pond and Charity is that there is no 
way to not manifest indifference to the drowning child other than to save him from 
the pond. This is why it is obligatory to do so. Whereas, there are other ways besides, 
say, forgoing this particular trip to the movies to avoid manifesting indifference to 
the global poor. You can do so by donating or volunteering at other times. When 
helping someone is the only way to not be indifferent to them - as it is in Pond - you 
are required to help. When it is not the only way, you have latitude to choose when 
and how to help - as with Charity. 

But what allows us to say that Pond is on one side of this divide and Charity is on 
the other? Why does it not express indifference to the victims of poverty, famine, war 
etc., for me to go out to the movies or a nice dinner when, if I just donated this money 
instead, I could save one of their lives? To say that it does not express indifference 
seems to require that we already see that it is a mistake to regard the choice between 
spending money in such a way and donating it as just like the choice in Pond. Insofar 
as it looks potentially just like the choice in Pond – a choice between a pleasurable 
evening and saving someone’s life – it will seem like not donating in this particular 
occasion does manifest indifference.  

Now Stohr does say more to explicate the difference between instances where 
helping is obligatory and those in which it isn’t. Let’s consider if this elaboration 
solves the issue. She writes: 

The cases where refusing to help is most likely to be obligatory seem to be those 
in which it is reasonable for the other to expect me to help, and where there is 
considerable discrepancy between the need I could meet and the costs I would 
incur by helping. In such cases, I disregard an expectation of help that is reasonably 
directed at me by another rational agent without having anything plausible to 
offer as an excuse for not helping. And that is what expresses the prohibited in-
difference toward others as setters of ends. (Stohr, 2011, p. 64) 

When we look at the choice between going out to the movies and donating the mon-
ey, the condition of considerable discrepancy is clearly there (at least as long as we 
assume, with Singer, that by donating, you would save a life, and Stohr does not ques-
tion that assumption.) So whether this account works to explain why going to the 
movie does not express indifference comes down to whether we can say that ‘the 
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other’ could not reasonably expect me to help them. It might seem easy to say that. 
How could victims of poverty in general, or the particular victim(s) that my donation 
would help, reasonably expect me to help? They do not even know I exist. 

But this cannot be the relevant difference. Imagine the child in Pond is uncon-
scious, or otherwise unable to see that I am there. They, then, could not reasonably 
expect that I help them. But this does not release me from the obligation to help. One 
might reply that, while subjectively the child wouldn’t have that expectation, there is 
an objective sense in which it is reasonable for her to expect that I help. Were she to 
know that I was there, the expectation would be reasonable. But why is not the same 
true for the potential beneficiaries of my charitable contribution? Why is it not, in 
this objective sense, reasonable for these people to expect that I would help them? 

Stohr might point out that, unlike in Pond, I am not uniquely positioned to help 
them. But this again, can’t be the difference we need. Consider the following case: 

Crowded Beach: There are fifty people on a beach. A boat capsizes close to shore, 
and six children start drowning. Each of the fifty are capable of easily rescuing at 
least one of these children. So, if at least six of them go to help, all would be 
rescued. You are one of the fifty.9 

Here, while you are not uniquely positioned to help, if not enough others are acting 
so as to rescue all the children, you are certainly obligated to rescue at least one. Even 
if you will only be able to save one child, and thus no individual child can expect you 
to save them in particular, you still must go in and save someone. So, neither being 
uniquely positioned to help nor there being a particular victim who can expect you 
to help them specifically can be required. 

In sum, without a prior account of why Pond and Charity are relevantly different, 
there is no understanding of “reasonable to expect” that applies to variations on Pond 
in which there is a duty to help, but that does not apply to my ability to donate instead 
of spending on a relative luxury for myself. Thus, again, the claim that in Pond, but 
not in Charity, I manifest indifference by not helping requires a prior, independent 
explanation of the relevant difference between the two scenarios.  

A similar point goes for other Kantian accounts. Noggle, for example, takes the 
duty of beneficence to be the duty to have the well-being of others as one of our 
“ultimate ends” (Noggle 2009, 8). Ultimate ends are our most fundamental ends: ends 
whose pursuit is a “fundamental part of [a person’s] life and identity” (Noggle 2009, 
8). These ends are salient in an agent’s deliberative field; they play a significant role 
in her choices and decisions. On this view, a person fulfills their duty of beneficence 
by having beneficence as one of their ultimate ends. The duty does not require that 

 
9 (Igneski 2006). See also (Singer 1972, p. 233). 
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beneficence is our only ultimate end, nor does it require that we always sacrifice other 
ends, or even trivial pursuits, for the sake of it. What matters is that the pursuit of 
beneficence is “a central project of one’s life” (Noggle 2009, 11). This explains why 
there is room to choose when and how much to help others, including with our 
donations. But why, then, is it wrong to not rescue the child in Pond? Why can’t I 
choose to pursue a different one of my ends at that moment, as long as I help others 
enough at other times? Noggle’s answer is that Pond is a ‘golden opportunity’ to pur-
sue the obligatory end; it is a special sort of situation in which not taking the oppor-
tunity would indicate that you did not really have beneficence as your ultimate end. 
But, just as with Stohr, the idea that Pond, but not Charity, is a golden opportunity 
requires a prior understanding of why charitable giving is not just like rescuing in 
Pond. Insofar as the choice in Pond and the choice in Charity seem morally the same 
– a choice between saving someone’s life and a small benefit for yourself – there will 
not seem to be any grounds for counting Pond on the ‘golden’ side of this divide and 
Charity on the other.10 

5. The Pond Analogy and the Project of 
Understanding Morality 
Something that the views we have discussed all have in common is that they each 
reject Singer’s Principle in some way or other. The ideas they advance are, if they 
work, reasons to reject his principle. But one thing we are seeing is that rejecting 
Singer’s Principle does not necessarily do anything to get us out of Always Donate. It 
will not help unless we can reject the Pond Analogy, and these views do not tell us 
how to do that (in a non-question-begging way). 

You might think that, of course, rejecting Singer’s Principle does not necessarily 
help; as Singer’s himself points out, weaker versions of the principle suffice for Always 
Donate. (e.g. ‘If it is in your power to prevent something very bad from happening, 
without sacrificing anything nearly as important, it is wrong not to do so.’11) But our 
point applies to weaker versions of the principle too. Just as with the stronger version, 
arguing against the weaker principle won’t help get us out of the pressure toward 
Always Donate, unless we can reject the Pond Analogy in a prior, non-question-
begging way. This is because even if we take issue with the general weaker principle, 
we still must recognize that it would be wrong not to rescue the child in Pond. So – 
whether or not the general principle is true – insofar as the choice in Charity looks 

 
10 See Igneski (2006) for another interesting Kantian proposal. The same sort of argument we make in the case of 
Stohr and Noggle also applies to Igneski’s proposal.  
11 Combines the weaker formulations from Singer (1972) and Singer (2009). 
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just like the choice in Pond (roughly, a choice as to whether to save a life at very little 
cost to oneself), there will remain pressure to say that what is true in Pond (namely, 
you must help) also goes for Charity. 

More broadly, the lesson of our discussion thus far is that rejecting the Pond Ana-
logy is a different task, and one that is more fundamental to the project of understand-
ing morality, than people have realized. A plausible conception of morality must 
make sense of how the demands of beneficence can co-exist with some degree of space 
to pursue our own lives, and the relationships, projects and pursuits we care about. 
Singer, and others, have threatened the idea that there really is that sort of space, given 
the suffering and need that exists in the world. But while we might take the tremend-
ous suffering and need to give grounds for thinking that our duties of aid are much 
more demanding than people ordinarily suppose, this is not the same as accepting 
that there is little-to-no room for pursuing any other ends. It is also not the same as 
accepting that we act gravely wrongly when we do things like go to a concert, or buy a 
new shirt, or eat at a restaurant. Those conclusions remain highly implausible. Thus, 
many people have attempted to develop and motivate a different sort of conception 
from Singer’s (and others like his) of how the demands of beneficence work. They’ve 
tried to develop ideas which reject principles like Singer’s, and which are intended to 
explain how the demands of beneficence (even if demanding) can co-exist to some 
extent with other projects and aspects of our lives. The Agent-Centred Prerogative is 
one such idea. Another is the Kantian idea that beneficence is a duty to adopt the 
happiness of others as one of your ultimate ends alongside others. The idea that aggre-
gate costs matter is another contribution to this general project. And there are more. 
But what we have been seeing is that the Pond Analogy threatens the coherent intend-
ed functioning of these sorts of ideas. These ideas cannot really be said to do what 
they are supposed to do without a prior, independent rejection of the Pond Analogy.  

Reflection on cases like Pond shows that the demands of beneficence can disrupt 
the pursuits of any of our ends, from the most frivolous activity to the most central 
project in our lives. Faced with the opportunity to save someone’s life in such a 
situation, only quite major sacrifices or risks (e.g. one’s limbs, one’s own safety, per-
haps one’s long-term well-being) seem capable of justifying not helping. I have to 
rescue the child even if I am on my way to my only chance to visit my beloved Aunt 
this year. Or, I have to rescue the child even if my dream is to become a successful 
actor, and I’m on my way to an important audition. Any view needs to accept some-
thing like these conclusions if it is to be plausible. So, for an idea or apparatus to make 
sense of how there is a fair amount of moral space to pursue one’s own life, it must 
be able to treat the opportunities we have all the time to help others in need (by 
donating money, by volunteering, etc.) very differently from the sort of opportunity 
we have in Pond. Without grounds to treat them differently, it will not be capable of 
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actually explaining how we are permitted to do things like visit our Aunt, or take 
bassoon lessons, and so on. It will not, in other words, be able to explain how we are 
permitted to do the steps or activities along the way that constitute our pursuing our 
projects or maintaining our relationships, because it will not have the grounds to treat 
the choice about any such step differently than it treats the choice in Pond. So, these 
ideas or apparatuses depend, for their ability to do what they are supposed to do, on 
a rejection of the Pond Analogy. And since, as we have been seeing, they do not 
themselves tell us where the analogy is mistaken, this means that they depend on our 
being able to reject it on prior, independent grounds.  

Thus, conceptions and ideas of how the demands of beneficence are consistent 
with some space to live our lives require a prior resolution of the Pond Analogy. These 
ideas do not themselves tell us where the analogy goes wrong. On the contrary, for 
such ideas to be capable of counting as explanations of what they are trying to explain, 
and for them to be able to function as they are intended to function, they require a 
prior dismantling of the analogy.12 

6. Answering the Pond Analogy  

What then is the way forward? Singer’s Principle and its variants have received great 
scrutiny in the literature that followed his seminal paper; yet his auxiliary hypotheses 
have largely been left unchallenged. Philosophers have sometimes pointed out that 
the assumption that each donation saves a life is naïve or empirically dubious,13 but 
most have nonetheless effectively granted the assumption – either because they 
assume that, even if its oversimplified, it sufficiently approximates the truth, or 
because they think being able to show that the Pond Analogy and Always Donate are 
false should not depend on this sort of point. They want to be able to show these 
strong conclusions are false even if the assumption is true. In this section we argue 
that this is a fundamental mistake. The Pond Analogy fails exactly because that as-
sumption is false. Your difference-making potential in Charity, contrary to Singer, is 
nothing like your difference-making potential in Pond or Crowded Beach. Getting 
clear on this is the correct and crucial way to break the analogy. Indeed, we think this 
is crucial to understanding the very nature of the duty to aid in general, and – even 
more generally – to understanding the nature of all imperfect duties. 

 
12 The positive flip side of this, though, is that if we can reject the Pond Analogy on prior grounds, various other 
supposed issues with such conceptions clear up. Various supposed problems for these views go away once we 
break the pond analogy properly. 
13 See (Temkin 2022) for a recent example.  
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6.1 Difference-Making and Collective Efforts  

Let us suppose that Doctors Without Borders (DWB) makes an appeal to help the 
victims of an earthquake in Turkey and I am considering whether I should contribute, 
say, $100, to it. What exactly will my contribution do? DWB is not waiting for my 
contribution to start operations. It is also not as though a DWB volunteer is waiting 
on the phone with a pharmaceutical company, and they keep updating the orders as 
contributions come in. Instead, they will probably plan operations that are compa-
tible with their expected budget and will deal with potential budget shortfalls as they 
come along. Realistically, my individual $100 contribution will not make a substan-
tial difference to what DWB does in Turkey. How DWB proceeds on the ground will 
not go substantially differently give or take my contributing $100.14 

This is not to say that my contribution of $100 is useless, that it doesn’t help 
DWB’s efforts. When it comes to making a contribution to a collective effort like this, 
whether, or how much, the effort will go differently depending on your individual 
contribution is, we think, not the only factor in determining whether your contri-
bution is helpful, or how helpful it is (Nefsky 2017). So, this is not to say that it is not 
truly worthwhile and good to donate the money. But it does tell us that giving this 
money to DWB is unlike Pond in a crucial respect: it is unlikely to make a substantial 
difference itself. And, in particular, one such donation is very unlikely to make a 
difference on the scale of life or death to someone. 

Something similar is true even if I contribute not financially but by flying to 
Turkey to be one of the doctors in DWB. Of course, I’ll be treating particular people 
once I’m there, and once I arrive I’ll have a duty to do the tasks I am assigned to. This 
work is – in our view – very important and helpful. But still, when I am deciding 
whether or not to go, I may have no reason to believe that things would go substantial-
ly worse were I not to do so. I may be confident that someone else would take my 
place or pick up the slack if I didn’t do it. This, again, is not to say that my volunteer-
ing in this way is not extremely useful and helpful, or that there is not very good 
reason to do it. The relief efforts would be seriously compromised if no one would be 
willing to volunteer their time and skill, and again, once I am there I will be doing 
important work. The point is just that there are often no grounds for thinking that 
things would go substantially worse for those in need of aid were I to not take on the 
role.  

In quite stark contrast, in Pond, I clearly will make a substantial difference. There 
is a particular person who my actions will save. There is someone who will live who 
would not otherwise have. Even if I am not sure that I will be able to save them, I at 
least know that I have a substantial chance of doing so. It is not only that I know that 

 
14 See (Garrett Cullity 2004; Temkin 2022) for similar points. 
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I will or will likely make a difference. It is also that it is clear what sort of difference I 
could make with my intervention: the difference between life and death for this 
person. This is an important, morally significant difference between Pond and Chari-
ty: in Pond, and also in Crowded Beach as described above (in which not enough 
others are helping to save all the lives), my helping action has clear, strong individual 
difference-making potential. The same is not true of my donations to charitable 
organizations, or even my volunteer work. While such contributions help the causes 
they are aiming to contribute to, it is not the case that we can say that things would, 
or are likely, to go worse in clearly definable, substantial ways were we to not make 
any given such contribution. 

Here is a variation on Pond that is more analogous to Charity in the respect we 
are identifying: 

Collective Effort at Crowded Beach: Due to an unexpected tide change, several 
children are at risk of drowning in the ocean by a crowded beach. A group rescue 
effort is already underway, with many capable, equipped people already involved. 
For whatever reason (e.g. a couple of the children are further out in the water and 
time is running out), it is doubtful that the collective effort will be enough to save 
all of the children. But what is, justifiably, apparent to you is that, given your own 
limited capabilities, and given the collective effort already underway, your in-
volvement will not make any substantial difference to what happens. You do not 
think getting involved would negatively impact the group’s efforts, but what you 
can tell is that the outcome, and the effort involved in getting there, will not be 
substantially different give or take your joining in the rescue. And, in particular, 
adding yourself into the mix is not going to make the difference between life and 
death for any of the children.  

This example is close to analogous to Charity along the dimension we are specifying: 
your individual difference-making potential. Is it wrong to not go into the water and 
try to help in this scenario? While many of us might be strongly inclined to try to do 
something helpful in these circumstances, and while that is a very good thing, it is 
plausible that someone who looks on to the rescue effort from the shore with great 
concern, but does not join in the effort has not acted wrongly. If it is clear to them 
that their involvement would not make any substantial difference to the success of 
the effort, it seems permissible for them to trust the rescue effort to these others who 
are engaged in it, and to carry on with their plans (e.g. to meet a friend, or teach a 
class).  

The key difference between Pond and Charity is the same as the difference be-
tween Pond and this example: in Pond you will or could make a clear, large difference 
(a difference between life and death for the child) while in Collective Effort at 
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Crowded Beach and in Charity you will not. This explains the difference in our duties. 
It explains why it is not wrong to pass up a particular opportunity to give to a charit-
able organization.  

Importantly, this is not only true, but it is already operative in ordinary thought. 
When people pass up a given charitable-giving opportunity, they do not typically 
think of themselves as choosing to let someone die whom they could save but with 
permission to do so. When, say, a canvasser comes to my neighbour’s door collecting 
money for a relief organization, and she turns them down, she is probably not 
thinking “sure, someone is going to die who I could have just saved, but that’s fine 
because they are far away”, or “but that’s fine, because I save other people at other 
times, and I can’t be expected to save everyone”. She is, most likely, not thinking of 
the stakes of her choice as life or death for someone at all, or anything else similarly 
large. My neighbour seems to operate under some awareness (even if only implicit, 
unarticulated) of exactly this fact: that, while the charitable organization may be do-
ing very important work, and while contributing to it may be a very good thing to 
do, no one’s life (or something similarly important) hangs on one such particular 
decision of hers.15 

Of course, people do often say that the reason to donate is that doing so will save 
lives or will make a difference. But people often say such things without meaning, or 
having any clear impression, that a single donation will save lives that would not 
otherwise be saved, or that it will make some other sort of substantial difference in 
itself. They typically mean something much looser than that. For instance, they simp-
ly mean that the charitable organization is engaging in life-saving efforts and that one 
should donate to pitch into these efforts. This is most clear when one contributes to 
a very specific fundraising effort – say, raising money for an urgent operation for an 
uninsured asylum seeker. As I add my contribution, I might have no doubt that the 
fundraiser will hit its target; in fact, I might see that there are still days to go in the 
drive, and post the last $100 needed knowing full well that if I didn’t post it someone 
else would. My motivation here is clearly to help in the collective effort, but it is 
clearly not to make a large difference. I know that things will not go very differently 
for the asylum seeker give or take my making this contribution.16 Various charitable-
giving opportunities are different from this in that there may be no final target, and 
no expectation that the organization will receive enough to do all that it could do. 

 
15 Certain things – like reading Singer, or perhaps watching certain ad campaigns – can muddle us on this. We 
then may start grasping for other explanations as to why it’s fine to pass up a given chance to donate. But most of 
us return, in our day-to-day (non-academic) dealings, to thinking about such decisions quite similarly to how we 
did before. 
16 It is possible that my contribution will make a small difference – say, ease the asylum seeker’s stress a bit 
sooner. But this is not my motivation for donating. And even if it is, this is not the sort of difference-making 
potential that Singer is talking about or that would obligate me to donate. 
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But still, the motivation to donate is, typically, quite similar: to help in the collective 
effort – to contribute to advancing its cause – without any impression that something 
large (like someone’s life) depends on your particular contribution. Our point is that 
we are right to think that way. 

Even if you agree that there is typically the difference we describe between Pond 
and Charity, you might be concerned that this is just a contingent feature of charities. 
Couldn’t charities be organized such that my donation clearly does make the 
difference between life and death for someone? If so, wouldn’t our view be unable to 
explain why there is no obligation to give at each opportunity in which one could do 
so at little or moderate cost to oneself?  

Imagine how this might go. Imagine there is a Charity that sets things up so that 
people in need really are hostage to your particular donation.17 Imagine “No Scruples 
Against Poverty” (NSAP), which sends a picture of a different baby to each potential 
donor with the following threat: “if we do not receive your contribution by Friday 
this baby won’t be able to receive essential medical help and will perish”. They assure 
you that they are not just trying to make vivid the importance of the work your money 
would be helping with; this is really how NSAP operates. Once they send you a 
request with a picture of a baby, they’ll only use your money to help the baby in the 
picture, and if your money does not arrive, the child will be left to die. Igneski points 
out that such a tactic would be deeply immoral, and we agree with this. NSAP is 
manipulating donors in a way that wrongs the babies by holding their lives hostage 
to particular donors’ willingness to donate. But whatever you think about NSAP’s 
tactics, your moral situation has changed.18 You can no longer relate to NSAP the 
same way you relate to other charities, and it seems now that they did succeed in 
putting you under a serious pro tanto obligation to send the money. This is indeed a 
consequence of our view, but it seems to us a plausible consequence.19 

6.2 Unlikely Rescues 
One might think, however, that it is not true that things would need to be very dif-
ferent than they currently are for your donation to have at least the potential to make 
a substantial difference (on the scale of life or death for someone). After all, isn’t there 
some small chance that by donating to an effective charitable organization, your dona-
tion could make the difference between life and death for someone? Of course, Pond 
is not a scenario in which there is just a small chance of saving someone. However, 

 
17 Adapted from an example considered by Igneski (2006). 
18 Igneski agrees with this point as well.  
19 The fact that NSAP has an immoral charity design, might make you pause before accepting that you must 
contribute. But it does not change the fact that the structure of your obligations have changed. 
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one might argue that one need not accept the original analogy to have a powerful 
argument for a very strict duty to donate in Charity. Instead of Pond, one can use an 
analogy to the following example: 

Unlikely Pond: as you’re going to work you see a child drowning in a pond. You 
realize that they’ve been in the water long enough that there is only a faint hope 
that they are still alive. By wading into the pond and pulling them out, you are 
highly unlikely to save them, and doing so would ruin your new expensive shoes. 

Intuitively, even in this scenario, you would have an obligation to sacrifice your nice 
shoes to try to save them. This reply in fact grants our main point so far: Pond and 
Charity are not analogous because one’s difference-making potential is very different 
in those two scenarios. However, it puts forward a similar argument for Always Do-
nate: since Charity is analogous to Unlikely Pond, and you do have a duty to try to 
save the child in Unlikely Pond, you similarly have a strict obligation to donate when-
ever you could do so at small cost to yourself. Of course, this is a less powerful argu-
ment for Always Donate: it is much less implausible to deny that there is a perfect 
duty of rescue in Unlikely Pond than it is to deny it in Pond. But, still, we agree that 
we would have such a duty in this new scenario. However, in the remainder of the 
section, we will argue that this revised analogy also fails; Unlikely Pond is also not 
analogous to Charity.  

There is indeed a small chance that your donation could make the difference be-
tween life and death for someone. Maybe your donation will, for example, make the 
difference between a shipment of supplies going out a bit earlier or later, and maybe 
this will make the difference between life and death for someone. This is extremely 
unlikely, but it’s possible. But this sort of remote possibility does not make Charity 
similar to Unlikely Pond. In the typical case of donating to a large aid organization, 
there aren’t grounds for thinking that this sort of remote chance is any greater than 
the remote chances of the reverse happening: of your donation actually making it the 
case that one fewer people are saved. It could be that in virtue of your $50, a fund-
raising agent for the charitable organization does not feel the need to do more fund-
raising that day (e.g. because they’ve already reached the quota they were aiming for), 
and thus they miss recruiting what would have been a substantially larger donation. 
This could have the downstream effect than fewer people are helped. Or, it could be 
that if you hadn’t given the $50, some higher executives in the organization would 
have, upon examining the numbers at their next meeting, deemed donation revenue 
to be a bit too low, and decided that there is the need for a new fundraising campaign; 
it is possible that had that happened, many more lives would have been saved. These 
possibilities are very remote. But there is typically no reason to think that possibilities 
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like these are any more remote than the remote possibility that your $50 donation 
would change the order or scale of the organization’s operations in such a way that 
they save more lives than they otherwise would have. What is likely is that nothing 
large (nothing like whether someone lives or dies) is going to turn on your individual 
donation. And we typically have no grounds for thinking the remote chances that 
something large does turn on it are more positive than negative. Because of this, these 
sorts of remote chances can typically be reasonably ignored. The choice in Charity 
should not be thought of as a choice as to whether to take a small chance of saving a 
life (as in Unlikely Pond). It should, rather, be understood as a choice as to whether 
to help in a collective effort aimed at saving lives or preventing suffering, where – 
while your contribution would be helpful – nothing big is going to turn on it.20 

However, let us suppose, for the sake of argument, that there is specific reason to 
believe that there is a small chance that someone’s life will be saved in virtue of your 
donation, and that there are no comparably-sized small chances running the other 
way. Even on this assumption, the choice in Charity is significantly different from the 
choice in Unlikely Pond. This is because there is a different disanalogy between Pond 
cases and Charity that is relevant as well: in Pond and in Unlikely Pond there is a 
particular person whom my reason to help picks out. The content of my reason, or 
obligation, to act is that doing so will save this particular child. When it comes to dona-
tions, on the other hand, there are no particular people who figure – as particular 
individuals – into the reason to give. Of course, in donating, I am trying to help, or 
contribute to helping, someone or some people, and if people are helped, these people 
will be particular people. But still, these individuals do not figure as particular individ-
uals into the content of the reason to help. The reason in this case is something like 
“so that I will help, or contribute to helping, someone or some people”. The reason 
to try to help the child in Pond, on the other hand, is something like “so that I will 
help this child”.  

This difference is significant. It is an important feature of non-consequentialist 
views that different persons, unlike different life-stages of persons, cannot be simply 
traded in our moral consideration. On these views, reasons or duties that concern 
particular people are different in content from reasons or duties that concern other 
particular people or that do not concern anyone in particular at all. If I am aware that 
my friend Larry is in serious need of help and that I can help him, I have a duty to 
help Larry in particular. This duty to help Larry is different in content from my duty 
to help my friend Mary. And these two duties cannot be treated as simply indifferent 
instantiations of a duty to help a friend. I cannot think that I equally comply with my 

 
20 We develop this argument in more detail in Nefsky and Tenenbaum, “Expected Utility Arguments and Tiny 
Chances” (in progress). 
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duty to help Larry if I help Mary instead, or that I comply better with the duty to 
Larry if I help two other friends instead. This is not to say anything about the 
stringency of these duties, or how different pro tanto duties compete with one 
another. The point is that an obligation to help someone is different in content and 
nature from an obligation that concerns a particular person.21 

So situations in which there is a particular person who I must decide whether or 
not to try to help are relevantly different from situations in which I must decide 
whether or not to try to help someone. This difference may not ground a permission 
not to rescue someone when we know that a very small sacrifice will suffice to save 
their lives. Imagine a scenario in which the difference-making potential of giving up 
one’s expensive shoes is as Singer mistakenly supposes it to be in Charity. Perhaps a 
virus has escaped from a lab, and it is certain to infect exactly one person, but there is 
no fact of the matter yet as to who this person is. I get a text explaining to me that, 
whoever this person ends up being, their only chance of survival is my immediately 
flinging my shoes into the lake. Once my handcrafted shoes touch the unique glacial 
lake in front of me, a rare chemical substance will be released that will quickly find 
the virus and kill it.  

In this scenario, I am under an obligation to fling my shoes into the lake. Here I 
clearly will save a life. Even if I have no idea whose life it will be, and so there is no 
particular person who figures into my reason to give up my fancy shoes, the fact that 
I will save someone’s life is enough to obligate me to take this opportunity to help. 

But the revised analogy only claims that there is a small chance that your donation 
could make the difference between life and death for someone. Plausibly, I do not 
have an obligation to do things that have only a small chance at saving some life 
whenever I could do so at small cost to myself. For example, suppose I could, at a 
relatively low cost, buy a small defibrillator to carry around with me; I am not obli-
gated to do that even though it affords me a small chance to save someone’s life. A 
situation, though, in which there is a particular person whom you must decide whether 
to take a small chance to save is morally distinct from this. The reason at play there is 
different in content and nature, and could obligate you even if a similarly small 
chance of saving someone or other would not.  

In fact, this difference can be deployed by the accounts given in sections 2 – 4 in 
order to explain why there is a relevant difference between the small chance of saving 
a life Unlikely Pond and the (supposed) small chance of saving a life in Charity. Let’s 
look at the Aggregationist approach as an example. When I spend some money 
buying, say, some new fashionable clothes, I could have instead – we are supposing – 
spent the money so as to take a small chance at saving someone’s life (by donating it). 

 
21 Tenenbaum argues for this in detail in (Tenenbaum 2024). 



The Institute for Futures Studies. Working Paper 2024:7 

169 

But that option is constantly there, since I always have the option to donate. I 
constantly have the option to act on the reason there is a small chance of saving someone’s 
life. If I acted on this reason on every occasion when the costs of doing so, taken in 
isolation, would be low, the overall costs would aggregate so as not to allow me to 
pursue any of my other ends or projects. So, these aggregate costs can explain why 
there isn’t an obligation to always act on this reason; there isn’t an obligation to always 
act on the reason ‘there is a remote chance of saving someone’s life’. In Unlikely Pond, 
however, the content of your reason to help is different: it is a reason to try to save this 
particular child. The reason to try to save this particular child is not the same reason in 
content as the reason try to save someone. And I don’t expect to go through life with 
an overwhelming number of occasions of having a tiny chance of saving this parti-
cular child. This is why the situation in Unlikely Pond is anomalous, and we cannot 
appeal to aggregative costs in considering the extent of the obligation to respond to 
this reason. 

7. The Duty of Beneficence and Imperfect Duties  
None of this is to say that there isn’t an obligation to give to charitable organizations 
- the duty might even be quite demanding. Our aim was to identify a morally 
significant disanalogy between Pond and Charity that will allow us to explain why 
Always Donate is mistaken: why it is not wrong to pass up an individual opportunity 
to give to a charitable organization for the sake of a small pleasure or luxury for 
oneself. Our view is that the key morally significant difference is that your choice in 
Charity – unlike in Pond or Crowded Beach – is not one of potentially making the 
difference between life and death for someone (or anything similarly large). It is, 
instead, a choice as to whether to help a collective effort aimed at saving lives or pre-
venting suffering, where – while your contribution would be helpful - nothing big is 
going to turn on whether or not you do so. When a contribution can help, but 
nothing major (nothing on the scale of someone living or dying) is going to turn on 
it, it is not wrong to refrain on any given occasion. But given that many people mak-
ing such contributions plays an important role in funding the life-saving projects of 
aid organizations, we do think there is an imperfect duty to make such contributions: 
a duty that one satisfies by contributing enough over time.  

It is not just our duties to give to organized charities that have the structure just 
described. Suppose I stop on the way to work in order to help someone whose car 
battery needs a boost, or to help someone who seems to be having a bit of a hard time 
carrying a heavy load into their building. Or suppose I hand a tissue to someone who 
has been crying on the subway. The reason to do these things is not that something 
major – e.g. some substantial suffering, or someone’s life – might depend on my doing 
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so. It is not, in other words, that something important turns on whether or not I do 
it. Often this is because there is simply nothing large at stake. Other times it is, or is 
also, because I can be confident that if I did not come to the person’s aid, someone 
else would do so. Either way, because of this, any one such act is typically not morally 
required. It would not be wrong (at least not in itself) for me to not dig into my bag 
for the tissue to hand to the stranger, or to not help the person struggling a little with 
their heavy parcel. (If you had reason to believe that something major could turn on 
your doing so – for instance, if the person looks like they might seriously injure 
themselves without help – this would be different.) Still, while any one such act is not 
morally required, we think it would be wrong to never do such things. We can think 
of ourselves as having a duty to take part in a collective effort to help each other. There 
being a general supply of good will – people inclined to help and be kind to each 
other, even when nothing much is at stake – is part of what makes life good. Without 
a general supply of good will our lives would be greatly impoverished. Because of this, 
we can think of human beings as having a collective duty to ensure that there is a 
sufficient supply of good will. While I am not obligated to do any particular helpful 
act when nothing major turns on it, doing some things like this sometimes is not 
merely optional and supererogatory. It is wrong to never do such things. We have an 
imperfect duty to help in these sorts of ways. This is – we think – how to understand 
beneficence as an imperfect duty. And as we have indicated, not all of beneficence is 
like this: when we are in a situation in which something major does, or does likely, 
turn on whether or not you help (as in Pond) the duty is then a perfect one.    

Indeed, in our view, something similar is true for all imperfect duties. Not all im-
perfect duties connect to collective efforts or collective duties, and some of our 
imperfect duties are directed duties – duties to particular individuals. But the source 
of the duty’s imperfection is, we think, the same in all cases. Take our duties to our 
children. There is a perfect duty to provide for their basic survival needs. But there is 
also an imperfect duty to foster their happiness and contribute to their development 
into thriving adults. The imperfection of this duty is, we think, grounded in the same 
sort of facts as it is with beneficence. Typically, any one thing I might do to contribute 
to their happiness or development is not in itself crucial: it would, typically, be a 
mistake to think that anything major turned on any one such act, no matter how nice, 
helpful or good it might be. But doing enough such things, regularly over time, 
certainly does make a big difference to their overall happiness and development, and 
this is what we are obligated to do.22 

 
22 For a different example: take the duty of gratitude. The duty of gratitude shares some very general feature with 
the general duty of beneficence, at least in case of a significant benefactor: no particular action expresses 
gratitude on its own, and the contribution of each particular action (except for “golden opportunities”) is at best 
incremental. Of course expressing gratitude for a very specific thing (you pick up my wallet that fell on the ground) 
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Anne Schwenkenbecher1 

Solving Collective Action 
Problems? We-reasoning as Moral 
Deliberation 

Moral agents facing collective-action problems regularly encounter a conundrum: 
together, we can effect change whereas, individually, we are inefficacious. Further, 
what appears individually rational can be collectively suboptimal. An individual 
agent may employ different types of reasoning in deciding how to act vis-à-vis such 
problems. Reasoning in the I-mode, she takes her individual agency and efficacy in 
the world as the starting point: What is the best thing she can do given the 
circumstance and given what others do? It is act-based, best-response reasoning. The 
preferences of agents deliberating in the I-mode may well be other-regarding: e.g. 
they may aim at furthering the group’s interest or collective good. We-mode 
reasoning, or ʻwe-reasoningʼ, in contrast, is pattern-based: we infer our course of 
action from what is collectively best by way of acting as part of the group rather 
than for the sake of the group. I-mode reasoning with pro-group preferences (pro-
group I-mode reasoning) and we-reasoning will often generate the same result, in 
particular in so-called strict joint necessity cases – where each agent’s contribution 
is necessary for realizing a specific collectively available option. I-mode reasoning 
will regularly generate socially suboptimal results in so-called wide joint necessity 
cases – such as voting or carbon footprint reductions. Moral deliberating agents use 
both kinds of reasoning and contextual factors seem to function as important 
triggers. But can we-reasoning help us determine our moral obligations vis-à-vis 
collective action problems?  

 
1 Murdoch University, A.Schwenkenbecher@murdoch.edu.au. 
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1. Introduction 
Environmental degradation and global climatic change are collective action prob-
lems. These problems are collectively caused and are only collectively solvable. More 
importantly, they generate rational and moral challenges and are, thus, often portray-
ed as dilemmas: what is individually optimal is collectively suboptimal. Famous exam-
ples of such dilemmas include the tragedy of the commons (ToC) and the prisoners’ 
dilemma (PD).  

Because of their unique structure, collective action problems regularly invite 
defection and free-riding. To the extent that the benefits of a collective good (as in the 
benefits of herd immunity achieved by high compliance with vaccination regimes, 
for instance) apply to all in a group – including those who failed to contribute to the 
production of the good – there exists an incentive to free-ride on others’ contribu-
tions. Worse, still, in the prisoners’ dilemma the best option for each player simply is 
the one where they defect while the other complies (even if it is a collectively sub-
optimal option) and there is the real danger of being the ‘sucker’ if one chooses to 
comply (wherein one gets made significantly worse off by the others’ defection. In 
other words, in the PD (as well as ToC) there is a price to pay for complying (or coop-
erating, or contributing) while others defect. Further, there is the problem of individ-
ual inefficacy – no individual agent can unilaterally secure or undermine the collec-
tively optimal outcome through defection – even those morally motivated vis-à-vis 
collective action problems may see this as grounds for not contributing. Ultimately, 
though, this approach to the collective action problem – “what should I do given the 
situation – what is my best response independently of others’ choices?” – makes every-
one worse off: in the standard solution to PD and the standard portrayal of ToC all 
end up with a scenario that is worse for them individually than if they had cooperated 
with the other player(s). 

The standard solution to such problems is to change their incentive structure, their 
internal ‘logic’ if you will: The tragedy of the commons, for instance, is avoidable 
through governance (either through regulating the commons or turning them into 
private property). Environmental regulation may limit air and water pollution by 
making it preferable (individually rational) for the individual agent to choose a course 
of action that forms part of the optimal collective pattern.2 For strategic interaction 
games, like the prisoners’ dilemma, changing the incentive structure in experimental 
settings through repeating the game, for instance, will increase the frequency with 
which participants opt to ‘cooperate’ to produce the collectively optimal solution. 
More on this later. 

 
2 That is, if penalties for non-compliance are set at the right level and there is effective enforcement. 
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Standard solutions to collective action problems, then, make the collectively 
optimal choice individually optimal: through either increasing the cost of defection 
from the optimal collective pattern or lowering the potential cost for individual 
contributions to that pattern or both. Crucially, these solutions require external inter-
vention – usually by an agent with the power to change the incentive structure. In the 
absence of such an agent, collective action problems tend to remain unresolved. 
Global climate change is a prime example of a (very complex) collective action prob-
lem and – in the absence of an agent with the above-described powers – the global 
climate regime has been failing to meet its most important goals such as limiting 
global warming to a maximum of 1.5° C. 

Environmental degradation and climate change are also moral problems and they 
are moral problems of a special kind: our intuitive responses as well as our traditional 
moral theories3 regularly fail to single out the morally optimal outcome where that 
outcome can only be collectively secured.4 When faced with collective moral action 
problems, as individual deliberating agents we tend to feel torn between these two 
choices: (a) acting towards the collective good where the success in securing that good 
depends on others’ compliance or contributions, and (b) unilaterally pursuing an 
individually achievable if morally suboptimal outcome (Schwenkenbecher 2021). 
Both our traditional theoretical repertoire and our intuitive responses make us prone 
to what Derek Parfit called ‘mistakes in moral mathematics’ (1984): our individual 
inefficacy in those cases makes us misjudge the moral status of our individual contri-
butory actions both for positive (beneficial) collective actions and negative (harmful) 
ones. When we cannot unilaterally secure or prevent a collective outcome nor – as is 
often the case – make a perceptible difference to it, we tend to dismiss the idea of 
having moral obligations to contribute to the production or prevention of such out-
comes.  

This paper defends an alternative approach to thinking about these cases: ‘we-
reasoning’ about our obligations vis-à-vis collective moral action problems (see also 
Schwenkenbecher 2019, 2021). My notion of ‘we-reasoning’ is based on Raimo Tuo-
mela’s pioneering work in philosophy of sociality wherein he posits the explanatory 
and normative importance of what he calls the ‘we-mode’ for understanding the social 

 
3 When I have used this term in the past, I have been asked what I mean by ‘traditional moral theory’. This refers to 
(at the very least) the three best known groups of theories such as Virtue Ethics, Deontological Ethics and 
Consequentialist Ethics. See also my exchange with William McBride in Schwenkenbecher 2023 (Social 
Philosophy Today).  
4 Note: collective moral action problems are not those where people fail to produce a collective good because it is 
not in their self-interest to contribute, that is, because they act immorally. Rather, these are problems where even 
if each agent in a group is morally motivated, neither intuitive responses nor traditional moral theories will reliably 
point them towards the (set of) choice(s) that secures the collectively optimal outcome. 
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world (see, for instance, 1984, 2007, 2013)5. From there, the concept found its way 
into nonstandard game theory and the works of Michael Bacharach (2006) and into 
the wider philosophical discussion.6 

We-reasoning – the way I use the term – constitutes a type of agency transforma-
tion in the way a collective action problem is approached by an individual deliberat-
ing agent (Schwenkenbecher 2019, 2021). It is reasoning in the we-mode as opposed 
to the I-mode. Instead of considering the problem from the point of view of the 
individual (what is the best thing I can do?), agents reason from the point of view of 
the group. They ask: what is the best thing we can do and – therefore – what is it that 
I need to do? (ibid).7 I will explain this in more detail in a moment. But before doing 
so, we will need to introduce another conceptual distinction. 

2. Joint Necessity Cases: Strict and Wide 
Let us look at different collective action scenarios more closely. We can see that there 
are – very roughly – two types of scenarios: 

(1) Strict joint necessity cases are those collective actions scenarios where the 
number of available agents (or contributors) equals the number of agents 
that are minimally necessary for realizing the collective outcome (or 
performing the collective action). Dancing tango is a type of collective 
action that requires at least (and at most) two people. Where two agents 
are present, each of them is needed to contribute and each agent is indi-
vidually able to undermine the success of the collective action. No indivi-
dual agent can dance tango by herself and whether or not she succeeds in 
dancing tango depends on the other person’s ability and willingness to 
do so. In other words: in strict joint necessity scenarios all available agents 
must contribute to the joint endeavour in order for the collective out-
come to be realised. Each individual agent has the power to unilaterally 
prevent the collective outcome, to not make it happen (Schwenkenbecher 
2021: 8). 

 

 
5 Donald Regan (1980) worked on group-based reasoning even earlier than Tuomela. 
6 I cannot do justice to the entire literature around ‘we-mode’, ‘we-reasoning’, ‘team-reasoning’ and related 
concepts here, but will only point to some of the key authors: Sugden (2015), Gold & Sugden (2007), Hakli, Miller 
et al. (2010). Suffice it to say that Tuomela’s work is much more broadly focused on sociality, in general, wheres 
Sugden’s, Bacharach’s and Gold’s focus more narrowly on game theory and collective decision-making. 
7 Another way to put this is that in the I-mode agents are only able to select strategies whereas in the we-mode 
they can select outcomes (Hakli, Miller et al. 2010: 298). 
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‘Typical’ collective action problems have a different structure: they are wide joint 
necessity cases, and they are the ones I am most interested in.  

(2) Wide joint necessity cases are those collective action scenarios where there 
are more available contributors than minimally necessary for realizing the 
collective outcome. Collective action problems are typically of this kind. 
The best example is vaccination against infectious diseases and the public 
good of herd immunity. In order for a group (e.g. the members of a politi-
cal community) to achieve herd immunity against an infectious disease 
such as measles, not every member of the community has to be vaccinated 
against that disease. A 95% vaccination rate is deemed sufficient for gene-
rating herd immunity: the removal of the pathogen from that community 
and the resulting protection of all community members (vaccinated or 
not) from the disease. Unlike strict joint necessity cases, in these kind of 
scenarios no individual group member can unilaterally undermine the 
collective outcome. My not getting vaccinated (taken in isolation) does 
not jeopardize herd immunity. It is in jeopardy only if too many group 
members fail to contribute to the collective good. Voting in a referendum 
is another case in point: my vote is not going to make a difference to the 
outcome (or, more accurately, it is extremely unlikely to do so). My failure 
to vote in a referendum is not going to prevent (or produce) a desirable 
outcome. 

It is in wide joint necessity cases that the so-called ‘paradox’ of collective action emerg-
es: it may be collectively rational to jointly generate a certain outcome but it is individ-
ually rational to save oneself the effort of contributing and have others secure the 
collective good through their aggregate contributions. And so it is individually ration-
al for each member of the group to do what is collectively not rational. 

Morally speaking, the conundrum is this: If my failure to contribute to the produc-
tion of a morally desirable collective outcome (e.g. a public good) is not making a 
difference to the outcome, then it appears that failing to contribute is not morally 
problematic. If this is true of one group member’s failure to contribute, then it is true 
of every group member’s failure to contribute. So, bizarrely, it would seem that no 
single group member has acted wrongly whenever a group of people fail to produce 
a morally desirable collective good (in wide joint necessity cases). In fact, for every 
individual contributory action to a morally desirable collective good we might find a 
competing individual action that directly and unilaterally secures an individually 
achievable goal that is also morally desirable. Hence, we end up with an analysis 
where we might at the same time condemn the collective failure to secure a particular 
good (for instance, herd immunity, or the legalization of abortion via a referendum) 
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but also grant that no individual had an obligation to contribute to securing that 
good.8 

Derek Parfit’s example of the ‘harmless torturer’ – the one who inflicts a very small 
(imperceptible) amount of pain onto each one of their thousand victims – is another 
case in point (1984). If a thousand torturers each inflict the same very small (imper-
ceptible) amount of pain onto each one of their thousand victims, then there will be 
a thousand victims in a lot of pain – because the ‘harmless torturers’’ contributions 
add up. But – bizarrely and also wrongly, as Parfit explains – on individualist versions 
of consequentialism no one appears to be doing anything wrong. After all, what each 
person does – taken in isolation – is not harmful (as in painful) to any of the individual 
victims. 

One way to move beyond this impasse is to move away from analysing these prob-
lems purely through an individualist lens. Parfit suggested that instead of focusing on 
individual acts and their effects, we should ask ourselves: 

Will my act be one of a set of acts that will together harm other people?’ the answer 
may be Yes. And the harm to others may be great. If this is so, I may be acting very 
wrongly, like the Harmless Torturers. (1984: 86) 

In other words, in order to assess some action’s rightness or wrongness we must look 
at the outcome that we do (or could) produce together with others who are similarly 
placed. It is the collective level then that the wrongness (or rightness) of my individual 
action – and, therefore, its mandatory character – depends on (or is derived from). 
Collective action paradoxes – if they are paradoxes – disappear if we approach collec-
tive action problems that are wide joint necessity cases from the ‘point of view of the 
group’, that is, if we treat the collective level as primary.  

3. We-reasoning Explained (In More Detail) 
At this point, then, let us return to the notion of we-reasoning (or ‘we-mode reason-
ing’ for Tuomela) that was introduced earlier. It is an alternative method of reasoning 
about one’s choices vis-à-vis joint necessity cases. 

One way to describe we-reasoning is as top-down reasoning, starting from the 
most desirable collectively available outcome (something that can only be jointly 

 
8 Such a conclusion would be based on an assumption that is rarely if ever made explicit: If there exist two 
mutually exclusive courses of action and only one of them definitively makes a difference to whether or not a 
morally desirable good is secured then this course of action is morally superior to the alternative course of action. 
This is a moral difference-making principle, which, if interpreted individualistically (as it standardly is), privileges 
individually efficacious action over contributory action especially in wide joint necessity cases. 
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secured). Rather than choosing between individual options for action (or strategies), 
the we-reasoner chooses – if you will – between different (group-level) outcomes. The 
first step in the process of we-reasoning is what I call we-framing:  

We-framing means to include collectively available options in one’s option set 
when deliberating about which option is best and identifying an option that is 
only collectively available as optimal. (Schwenkenbecher 2021: 13)9 

This happens when I as a deliberating agent interpret (or perceive) a collective action 
scenario as a problem for ‘us’ – me and the other member(s) of my group. In practice 
it means that I will include options that are only collectively available in the set of 
options over which I am deliberating (that is, the set of options for acting that I am 
choosing from in my deliberation) (ibid., 2021). Those options concern outcomes 
that I cannot secure on my own – which is the characteristic feature of joint necessity 
cases. 

The best way to illustrate this is by using a basic cooperative game: the Hi-Lo game: 
 
Table 1: Payoff-matrix for Hi-Lo game 

     Player 2 

 
Player 1  Hi > Lo > 0 

 
 
In a Hi-Lo game, actual players tend to choose A over B. There are two different ways 
of making their choices at the individual level: 

- If the other player chooses A then I am best off to also choose A, however, if 
the other player chooses B then I am best off to choose B.  

Note that on this type of best response reasoning – or reasoning in the I-mode, the 
players will not arrive at a definitive conclusion or action recommendation, they end 
up with a conditional conclusion instead.  

It should be noted that there is another way of reasoning in the I-mode, which 
avoids a conditional conclusion. Here, a player in the I-mode might reason that 

 
 
 

 
9 This is my definition of the term. For earlier and related uses see Bacharach (2006) and Butler (2012). 

 A B 

A Hi/Hi 0/0 

B 0/0 Lo/Lo 
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- If she chooses option A then she will either get the highest payoff if the other 
player also chooses A, or she’ll get nothing if the other player chooses B, that 
is, if their choices do not match.  

- On the other hand, if she chooses B, then she’ll either get the lower payoff – 
if the other player also chooses B – or she’ll get nothing if the other player 
chooses A, that is, if their choices do not match.  

- Each player might then conclude that out of the set of possible outcomes [Hi 
or 0] and [Lo or 0] the first one is preferable because the lowest possible 
payoff is zero in both cases while the highest possible payoff is [Hi] if 
choosing option A [Hi]. Note that in this case, the players are not choosing 
an outcome as such but only a strategy that can lead to two possible 
outcomes.  

In contrast, in the we-mode, a player will reason as follows: 

- A/A [Hi/Hi] is the best possible outcome, therefore I should choose option A 
[Hi]. 

It is in that sense that the agent using we-mode reasoning (or we-reasoning) is 
choosing (group) outcomes and not (individual) strategies (Hakli et al. 2010: 298). 

According to Hakli et al. (2010), only in the we-mode does the agent select an out-
come as such, so only the we-mode guarantees that the best outcome (the Pareto 
optimal equilibrium in this case) is chosen. Work in experimental economics sup-
ports the assumption that people do in fact reason in the we-mode, at least sometimes 
(Butler et al. 2011; Butler 2012; Colman et al. 2008).  

While the Hi-Lo game is an easy starting point for explaining we-reasoning, its real 
workings become more salient when we move to a competitive game like the Prison-
ers’ Dilemma (PD). What is interesting about experimental evidence in relation to 
the PD is that players often do cooperate (Butler et al. 2011; Butler 2012) – in contrast 
to what conventional game theory predicts (or deems to be the rational choice). Let 
us have a closer look: 
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Table 2. Payoff-matrix for two-player PD game 

                                                            Player 2 

 
 
 
 
Player 1 

 
 
 
 
In the PD game, the highest payoff for an individual player is T (= temptation): it is 
part of an outcome that she can only achieve if she has opted to ‘defect’ while the 
other player chose to ‘cooperate’. In other words, one player’s achievement of the 
highest payoff requires the other player’s ending up with the worst payoff. The lowest 
outcome for a player is S (= sucker) – where she cooperates while the other player 
defects.  

The best ‘group outcome’ – the highest combination of payoffs – is R/R: the out-
come where both cooperate.10 However, each player in this game has an incentive not 
to cooperate: after all, if they defect then they can be made even better off – individual-
ly – than if they were to cooperate (as long as the other player cooperates, anyway). It 
is well known that the Prisoners’ Dilemma is a scenario where each player’s I-mode 
reasoning about their best individual choice ends up making both worse off: in their 
attempt to maximize their chance at receiving the highest individual payoff and to 
avoid being the ‘sucker’, each player chooses to ‘defect’ (this is the ‘dominant strategy’ 
in game-theoretic terminology) and both end up with the second worse outcome: P/P 
when they could have secured the – individually and collectively – better outcome 
R/R. The standard game-theoretic solution concept, the Nash Equilibrium, leads to 
this Pareto-inefficient outcome. It is an example of reasoning in the I-mode: 

In the I-mode, a player will reason that if she defects then she will either get the 
highest payoff – if the other player should choose to cooperate – or she’ll get the 
second lowest payoff – if the other player should choose to defect as well. 

 

 
10 This may not be obvious from the payoff ordering in the table. However, in most formulations of the PD game 
that come with numerical payoffs, the combined payoff of R/R is greater than the combined payoffs for any of the 
other options. In that sense, the best ‘combined’ outcome is R/R whereas the best individual outcome is T. 

 Cooperate Defect 

Cooperate R/R S/T 

Defect T/S P/P 

T > R > P > S R+R > T+S > P+P 
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Each rational player would conclude that out of the set of possible outcomes [T or P] 
for choosing to defect and [R or S] for choosing to cooperate the first one is preferable: 
The worst possible outcome when defecting – [P] – is still better than the worst 
possible outcome when cooperating [S] while the best possible outcome when 
defecting – [T] – is better than that of cooperating [R].  

Note that both players reasoning in this way means that they will end up choosing 
the second worst individual and combined outcome [P/P] when they could have 
secured the preferable second best outcome [R/R]. In other words, each individual 
choosing the better set of possible payoffs guarantees the worse outcome in this case 
– both at the group level and the individual level. 

The Prisoners’ Dilemma is regularly considered to reflect the underlying structure 
of many social action problems, including environmental challenges, with its payoff-
structure (or incentive structure) to closely resemble that of problems such as 
environmental pollution, global warming caused by greenhouse gas emissions, and – 
generally – the degradation of common or shared resources, for instance.11 According 
to this interpretation, agents in those kinds of scenarios if acting rational will choose 
to ‘defect’ – that is, to not contribute towards environmental goals such as reducing 
pollution or to undermine collective goods by actions such as overstocking the com-
mons or overfishing shared fish stocks. It is important to note that this is not an em-
pirical claim about how (and why) all (or most) agents in these situations do act.12 But 
rather it is a way of explaining the emergence of collective action problems and an 
attempt at understanding them from the point of view of the individual agent.13 

However, as it turns out, in real life people sometimes choose to cooperate in the 
Prisoners’ Dilemma and not everyone will overexploit common goods and resources 
even if they could. The standard explanation of cooperative behaviour in PDs in 
experimental settings has been to suggest that players are not fully rational or that 
their preferences may be group-regarding or other-regarding (which suggests that a 
payoff transformation has occurred – this essentially means that we are no longer 
looking at a PD since the change in preferences means a change in payoffs and payoff 
structure). 

 
 

 
11 E.g. Gardiner, 2006. It should be noted that this interpretation is not universally shared. See FN 12. 
12 In fact, many people do try to reduce their individual carbon footprint, for instance, with a view to contributing to 
the collective goal of reducing greenhouse gas emissions (and potentially mitigating climate change). 
13 There might be good reason to be cautious with this kind of interpretation. Matthew Kopec has argued that the 
PD interpretation of the international climate regime deadlock, e.g., could also be a self-fulfilling prediction (2017). 
Aklin and Mildenberger argued that there is no empirical evidence supporting the view that climate change policy 
is a “global collective action problem structured by free-riding concerns” (2020: 4, see also comment by Kennard 
and Schnakenberg 2023). 
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An alternative explanation of cooperative behaviour in PD games and of players 
choosing the Pareto optimal equilibrium in Hi-Lo games has been suggested by advo-
cates of we-reasoning (Tuomela 1984, 2007, 2013, Bacharach 2006, Gold & Sugden 
2007, Hakli et al. 2010, Butler 2012): players may be employing something other than 
individual-based best-response reasoning in ‘solving’ these collective action puzzles. 
They may be engaging in we-reasoning or team-reasoning where they identify the 
cooperative solution [R/R] to be the best overall outcome therefore choosing to play 
their part in securing that outcome, namely to cooperate. 

Jurgis Karpus and Natalie Gold put it as follows: 

The key difference here is that individualistic reasoning is based on evalu-
ating and choosing a particular strategy based on the associated expected 
personal payoff, whereas team reasoning is based on evaluating the out-
comes of the game from the perspective of the team, and then choosing a 
strategy that is associated with the optimal outcome for the team. (2017: 
402) 

Susan Hurley writes: 

Participating in collective activity rather than acting as an individual can be 
instrumentally rational, by reference to the ends of a component of the 
relevant collective. (2005b: 594) 

Empirical studies in experimental economics have provided some evidence to believe 
that this is how some players arrive at their decision to cooperate in a PD (Butler 2012; 
Butler et al. 2011, Colman et al. 2008, Karpus & Gold 2017)14. What is more, propo-
nents of we-reasoning (Bacharach 2006, Gold & Sugden 2007, Hakli et al. 2010) 
suggest that it is rational to reason this way, opposing standard game theory’s notion 
of rationality and rational choice. 

Scholars who write on we-reasoning or team-reasoning disagree on when (and 
why) people team-reason, including whether or not the choice of frame is itself a ra-
tional or even conscious choice. Certain features of the decision scenario are thought 
to increase or decrease the likelihood of agents’ framing the decision problem as a 
problem for her individually or as a problem for the group. (i) Strong interdependence, 
according to Bacharach will increase the likelihood of we-framing (2006, see also 

 
14 Karpus’ and Gold’s discussion includes an important caveat though: “There is a major difficulty that any 
empirical test of team reasoning will unavoidably face: the fact that a number of separate hypotheses are being 
tested at once…. Also, if decision-makers do not follow individualistic best-response reasoning in certain 
situations, we need to be able to distinguish team reasoning from other possible modes of reasoning that they 
may choose to endorse” (2017: 407). 
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Karpus & Gold 2017). Strong interdependence occurs “when there is a Nash equilibri-
um that is worse than some other outcome in the game from every player’s individual 
point of view.” (ibid., p. 403) as is the case for both the Hi-Lo game and the Prisoners’ 
Dilemma. The latter, however, also displays the (ii) double crossing feature – “the possi-
bility of an individual personally benefiting from a unilateral deviation from the team 
reasoning solution” (Ibid.). According to Bacharach (2006), this will reduce the 
likelihood of we-framing (See also Smerilli 2012). Another aspect that may impact on 
an agent’s framing of a decision problem is that of (iii) group identification: whether 
or not the agent perceives herself as belonging to the same social group as the other 
player(s) (Bacharach 2006). Further, Colman et al. discuss (iv) risk dominance as inhib-
iting the choice of optimal collective options – where the latter also come with the 
risk of players receiving the lowest payoff (2008: 395). 

4. We-reasoning As a Moral Deliberation Strategy 
We-reasoning is a rational deliberation strategy for joint necessity cases. In abstract 
games or vignettes, the value of different outcomes is expressed in terms of payoffs. 
Higher payoffs for the individual means a better outcome for that player or agent. A 
higher combination of payoffs signifies a better outcome for the group or combina-
tion of agents. Sometimes, as in the Hi-Lo game the best outcome for the group will 
correspond to the highest possible payoff for each individual. In the PD game it does 
not. Here, the player who chooses to defect is better off than the one who does not – 
unless both players defect. In any case, both ‘conventional’ game theory with its indi-
vidualistic best-response reasoning and we-reasoning (or team-reasoning) are about 
rational choices, not about moral choices. Karpus and Gold argue that  

Taking goals as given to us by our theory of value, or moral theory, turns team 
reasoning from a theory of rational choice into a theory of moral choice, which is 
not intended by many of its proponents. (2017:405)15 

Yet, exploring we-reasoning in moral deliberation is precisely what I do in this article 
and have done in some of my previous work on this topic (Schwenkenbecher 2019, 
2021). Moral collective action problems do regularly have the same structural features 
as strategic interaction scenarios. The payoffs for each player and the outcome for the 
group (or set of players) in strategic interaction scenarios can refer to anything that  
 

 
15 A previous attempt at combining the two was made by Donald Regan (1980) – however, it focused only on 
utilitarian ethics whereas my theory is largely neutral with regard to the substantive moral theory (for a discussion 
of theory neutrality see Schwenkenbecher 2023). 
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the agent(s) consider(s) valuable or in their interest. In experimental settings, players 
are usually offered money.  

Moral deliberation is the activity by which we determine what is the morally right 
thing to do. In moral deliberation we choose the morally best course of action in a 
given situation, weighing up different courses of action, where each would have some 
(positive or negative) moral value attached to it.16 Sometimes, the morally best out-
come we can produce is one where we need to cooperate or at least coordinate with 
other agents. Those are the kinds of cases I am interested in here – collective moral 
action problems. 

In many such scenarios, morally valuable outcomes can be produced by agents 
pursuing individually available options. This means that individually available op-
tions for action compete with collectively available options. Take a scenario with the 
structure of a stag hunt game as an example:   
 
Table 3. Payoff-matrix for two-player stag hunt game 

               Player 2 

 
 
 
Player 1 

 
 
 

 
Each player in this game must choose between hunting stag or hunting hare. They 
can only successfully hunt stag together, whereas they can successfully hunt hare on 
their own. If one player chooses the ‘stag’ strategy and the other player does so as well 
both players receive the maximum individual payoff and achieve the best group 
outcome. If players ‘do their own thing’ and hunt for hares they still benefit, but sig-
nificantly less. The worst scenario is being the only one choosing the cooperative 
strategy, i.e., to hunt stag. Importantly, the cooperative choice (hunt stag) competes 
with the non-cooperative choice (hare) in that both convey some benefit (where the 
latter is risk-dominant over the former). Options for moral action can be structured a 
similar way. Where they do, choosing to contribute to what is overall morally optimal 
competes against the best outcome individuals can produce unilaterally or independ-
ently of others’ choices (that is, we-mode reasoning competes against best response 

 
16 ‘Moral value’ is used ecumenically here: it can refer to the best outcome or the right type of action (see 
Schwenkenbecher 2023). 

 Stag Hare 

Stag 10/10 0/3 

Hare 3/0 3/3 
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reasoning). In large-scale wide joint necessity cases, there is an added complication: I-
mode reasoning about our moral choices appears to come at no moral cost because 
the contributions individuals can make to improving or worsening large-scale collec-
tive action problems are so minute and seem morally negligible (see also Parfit 1984).  

In any case, it is fair to assume that if we switch between modes of reasoning in 
strategic interaction cases then we probably do the same in moral deliberation. But let 
us take a step back and look at simpler, small-scale joint necessity scenarios to illu-
strate how we-reasoning happens in moral deliberation. Rescuers: Imagine a rescue 
scenario wherein a drowning person can only be saved by two agents acting in con-
junction. Garrett Cullity (2004) describes a version of this scenario where two people 
have to jointly operate a winch to get another person to safety. Let us assume the 
alternative course of action has them call emergency services or go look for a lifeguard. 
This alternative course of action is morally worse than operating the winch because it 
comes with a significantly lower probability of saving the drowning person. 
 
Table 4. Moral value-matrix for two-person rescue case (Rescuers) 

                        Beach goer 2 

 
 
 

Beach goer 1 

 
 

 
 
My assumption here is that the overwhelming majority of agents when facing a 
scenario like Rescuers (i.e. with this kind of structure and transparency concerning the 
moral values of the outcomes) will pick the cooperative strategy (‘operate winch’). 
And my contention is that they ought to pick it despite the fact that the morally opti-
mal outcome is not individually available, but only collectively available (more on 
that later). In picking this outcome they (potentially) we-frame the scenario and – 
therewith – include a collectively available option in the set of options for action over 
which they deliberate. 

Whether or not moral deliberators do in fact we-reason is, of course, an empirical 
question. But it is no less probable for moral deliberators to engage in we-reasoning 
than it is for deliberators in non-moral strategic interaction. In either case, we may 
infer that agency transformation and we-reasoning form part of the best explanation 
for said choices. 

 

 Operate winch Find lifeguard 

Operate winch 10/10 0/3 

Find lifeguard 3/0 3/3 
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This argument should become stronger once we look at some real-world cases of 
collective moral action. Let me begin with a scenario observed at a train station in 
Perth, Western Australia, in August 2014: 

Commuters: On a busy weekday morning a man gets trapped between a commuter 
train and the station’s platform. He will be crushed should the train move. Dozens 
of people who happen to be on the platform witnessing his predicament join 
forces in pushing the train to tilt it away from the man. Together they manage to 
free him, therewith saving his life. (Schwenkenbecher 2019, 153) 

Dozens of commuters push against the train in order to free the trapped man. Best-
response reasoning about the morally right course of action is unlikely to have 
prompted that kind of response: each commuter had reason to assume that their con-
tribution was unlikely to make a difference to whether or not the desirable outcome 
would be achieved. I-mode (or best-response) reasoning would have produced, at 
most, a conditional obligation: “I should contribute to this joint endeavour if I make 
a positive difference to the optimal outcome. Whether or not I make a difference 
depends on (a) how many people it takes to tilt the train and on (b) how many are 
contributing already.” Not only does this conditional obligation depend on facts un-
known and possibly unknowable to the agent (in the situation). What is more: if 
everyone only has a conditional obligation where does that leave people in the group? 
It leaves them without any clear answer as to whether or not they should contribute. 

Worse, still: in the I-mode it would appear that people could easily reason their 
way out of an obligation to contribute: Assuming everyone has some morally relevant 
goals competing with that of pushing the train17 (such as arriving at work on time or 
honouring whatever time-sensitive commitments commuters tend to have on a week-
day morning), each individual agent might plausibly reason: “In not contributing I 
am very unlikely to undermine this collective endeavour. In other words, the success 
of this endeavour does not (or is very unlikely to) positively depend on my contri-
bution. Therefore, I should pursue an alternative course of action where I am very 
likely to make a positive difference to a morally desirable outcome, namely continu-
ing on my way to whatever commitment I have already made and am keen to hon-
our.” When reasoning in the I-mode about their obligations, each commuter is 

 
17 One might be tempted to compare such competing goals to the ‘double-crossing feature’ of some games: 
whereas in a PD, e.g., unilateral deviation from the ‘cooperative’ strategy benefits an individual, one could argue 
that in some collective moral action cases unilateral deviation may generate a greater overall benefit. This would 
be the case where the group outcome would be secured independently of the deviating agent’s contribution, that 
is, in cases where the outcome is overdetermined (wide joint necessity cases). However, the ‘double crossing 
feature’, does not map very well onto the structure of those cases (Pareto-optimal outcomes in multi-player PD 
games are not overdetermined). 
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justified in concluding that they need not contribute. Thus, no one has an obligation 
to help push against the train.  

And, this could indeed be all there is to say about this kind of scenario if it were 
not for two issues: the empirical fact that enough people did contribute. And the fact 
that we tend to see this collectively available outcome as the morally best course of 
action. The second point is one about moral intuitions, for what they are worth: I 
think we agree that people ought to have helped the trapped commuter. (See also 
Schwenkenbecher 2019, 2021). 

These two issues might prompt us to look for alternative solution concepts as well 
as an alternative explanation of observed behaviour: we-framing the scenario as a 
problem for the group and then enacting the strategy that corresponds to the optimal 
(collective) outcome will get the commuters to reliably choose to push the train. Also, 
it is – arguably – a better explanation of the observed behaviour, not least because it 
is a simpler explanation (Ibid.). 

Let me bring up two more examples before we get to address some important 
caveats and limitations: We are regularly being encouraged to reduce our individual 
carbon footprint through behavioural change (e.g. as consumers) with a view to con-
tributing to a global effort to reduce greenhouse gas emissions and mitigate climate 
change. I take it to be a fact that many people not only do reduce (or at least are mind-
ful of) their individual carbon footprint but that they do so – at least in part – because 
they think it is the right thing to do. That it is the ‘right thing to do’ is unlikely to be 
based on the assumption that they – individually – are making an actual, measurable 
difference to the desired goal. Individually, they are not ‘difference-makers’ in any 
morally significant sense. It is more plausible to think of such everyday contributions 
to mitigating climate change as examples of people enacting their part in what they 
perceive to be an optimal or at least morally valuable large-scale pattern of action.18 
In other words: it is an individual playing her part in producing a morally desirable 
collective outcome.19 She derives her individual course of action from that collective 
goal.  

This is speculative, of course.20 Further, I do not pretend to suggest that this is the 
only or even the dominant motivation for people who change their behaviour to be 
more ‘environmentally conscious’. My main contention is that such considerations 

 
18 Though, arguably, most people might be ignoring the most impactful course of climate action they could 
individually take: having fewer children (Wynes et al. 2017). 
19 See also Christopher Woodard (2003). 
20 There does not seem to be any empirical literature on why people reduce their carbon footprint or act more 
sustainably. However, there exists research in social psychology into the motivating factors for people 
contributing to collective endeavours such as donating to charity for poverty relief (Thomas 2009a, 2009b, 2010, 
Thomas et al. 2009). Social psychologists show that collective capacity – the idea of being part of a group and of 
making a difference as part of that group – plays a key motivating role. This supports my argument here.  
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make sense – both from a rational and from a moral point of view.21 It is a plausible 
way to conduct moral deliberation vis-à-vis large-scale collective action cases (with 
wide joint necessity). By that I mean that – in principle – it is at least on a par with I-
mode reasoning in those cases.  

Let us have a look at another example. Vaccinations usually gain their efficacy 
from two sources: individual immunity (active or passive, that is, through either the 
production of antibodies against a pathogen or through the direct injection with 
antibodies) plus herd (or collective) immunity. Herd immunity is achieved when rates 
of individual immunity are high enough for the pathogen to disappear from a popu-
lation. For measles the vaccination rate to achieve herd immunity is roughly 95% of 
the population. If the vaccination rate drops then herd immunity is lost (as was the 
case in France in 2010-2011). Especially during the COVID-19 pandemic, the argu-
ment from the collective benefits of widespread vaccination played a major role in 
public health campaigns. What is more, this type of message clearly resonated with 
people. For instance, Joshua Lake et al. “found that the message expressing self-tran-
scendence values was ranked most persuasive by 77% of respondents” in the Australi-
an context, e.g. (2021). While there was an individual benefit to be had, many Austra-
lians seem to have acted also for the collective benefit of getting vaccinated. They 
chose to play their part in what they perceived to be the collectively optimal pattern 
of action.22 

To conclude, I have invited my readers to consider the possibility that some of our 
moral reasoning is (or resembles) we-reasoning by providing examples where we-
reasoning provides a very good explanation for observed choices. However, I have not 
actually delivered a decisive argument in favour of the claim that (i) people do in fact 
we-reason in moral deliberation and even less of an argument for the claim that (ii) 
people ought to we-reason in moral deliberation, at least some of the time. These ques-
tions must be left for another paper. 

 
 
 

 
21 The underlying assumptions here is, of course, that such behavioural change does make sense, e.g. that carbon 
footprint reductions are a good idea. 
22 We-reasoning may also explain what is often referred to as the ‘voting paradox’: people vote despite not being 
difference-makers in elections. Since voting is somewhat costly, the question is why they bother? (Obviously, this 
question does not arise where voting is compulsory, in countries such as Australia, e.g.). We-reasoning provides 
an explanation and a solution – if you will – to the paradox: voters are playing their part in what they perceive to be 
a worthwhile collective endeavour (regardless of whether they are making an actual difference to the outcome) 
(see also Hurley on Quattrone’s and Tversky’s voting experiment, Hurley 2005a: 204-5). 
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Responsibility-Based Reasons to 
Act in Collective Impact Cases2 

What moral reasons to act could an individual have if her action would not make 
any difference? In this paper, I argue that there are responsibility-based reasons for 
individuals to act, and that these can help explain why an individual sometimes 
should act in so-called collective impact cases even if she cannot make a difference 
with respect to the outcome in those cases. I distinguish between retrospective and 
prospective kinds of responsibility, and argue that (i) an individual has prospective 
responsibility-based reasons to act in a specific way in collective impact cases, if she 
will thereby avoid contributing causally to harm, or contribute causally to good 
when that is desirable; and (ii) an individual has retrospective responsibility-based 
reason to act in a specific way in collective impact cases, if she would otherwise be 
blameworthy for making a (causal or constitutive) contribution to harmful 
outcomes in such cases. 
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1. Introduction 
It is common to think that an individual has no reason to act specifically in a situation 
if she cannot make any relevant difference to the outcome in that situation. For 
example, if it does not matter to climate change whether or not you stop emitting, 
then you have no reason – at least no climate change-related reason – to stop emitting. 
This poses a problem particularly in so-called collective impact cases where the impact 
(good or bad) stems from individuals’ collective actions but where no individual 
member of the collective seems to be capable of making a relevant difference to that 
impact. Intuitively, however, it seems that individuals should at least sometimes act 
specifically even in such cases. But what moral reasons to act specifically could an 
individual have in collective impact cases if her action will not make any difference 
to the occurrence of the outcome?  

There are basically two possible strategies of arguing for the existence of reasons 
for an individual to act specifically in such cases. One strategy would be to object to 
the idea that an individual’s action in collective impact cases does not make any 
relevant difference, and show how it actually can make such a difference. In this 
regard, some have argued for the existence of expected utility-based reasons, according 
to which an individual has reason to act in virtue of the chance (however small) that 
her action will pass a threshold that leads to a (much) better outcome (see, e.g., Kagan 
2011). Voting cases seem to be such cases, where there is initially a small chance for 
each vote that it will make a difference as to who will win.   

The other strategy would be to argue that there are other reasons besides those that 
are difference-based, as we may call them, and that such other-based reasons are present 
in collective impact cases. In this regard, some have argued for the existence of fairness-
based reasons, arguing that the collective has a duty to act in collective impact cases, 
and that the only fair thing to do for an individual member of this collective is to 
participate in the work that is needed (e.g., Cullity 2000; Baatz 2014). Others have 
argued in favor of virtue-based reasons for actions, the idea being that we have reason 
to perform actions that stems from virtuous motives or character traits, whether or 
not these actions make any difference to the outcome (see, e.g., Jamieson 2007; Hour-
dequin 2010). Another proposal refers to helping-based reasons, the idea being that an 
individual act can help to bring about an outcome in the sense that it makes a non-
superfluous causal contribution to that outcome, even if it cannot make a difference 
to the outcome, and that this can in itself have reason-giving force (see Nefsky 2017). 
Yet others have argued in favor of participation-based reasons, where an individual has 
reason to participate in group activities that can make a difference, even if the 
individual herself cannot make this difference (e.g., Wieland & Oeveren 2020).  
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My aim in this paper is to offer another proposal along the lines of the second 
strategy, which, I will argue, is less problematic than the existing proposals of that 
kind. More precisely, I will argue for the existence of responsibility-based reasons as a 
distinguished type of reasons for individuals to act specifically in collective impact 
cases. In section 2, I briefly clarify the different notions of responsibility that are 
relevant to the present paper, distinguishing between prospective moral responsibility 
and retrospective moral responsibility. In section 3, I discuss prospective moral res-
ponsibility-based reasons for action. In section 4, I discuss retrospective moral respon-
sibility-based reasons. Section 5–8 answers potential objections to the responsibility-
based reasons account, most of which have been raised against other accounts in the 
debate. Section 9 concludes.    

2. Different types of responsibilities  
There are many different types of responsibility discussed in the philosophical litera-
ture (see, e.g., Williams 2010; Poel, Royakkers, & Zwart 2015). For instance, an agent 
can be causally responsible for something in the sense that she caused it, or attribu-
tively responsible in the sense that it is attributable to her agency, or morally respon-
sible in the sense that she is either praise- or blameworthy for it or under a duty to do 
something about it. This paper is concerned with moral responsibility. More precise-
ly, I will investigate the reasons for action that moral responsibility can ground in 
collective impact cases. 

As the above description unveils, there are (at least) two types of moral responsi-
bility. On the one hand, an agent is retrospectively morally responsible if and only if 
she is worthy of praise or blame for her choices of actions, or the outcomes of her 
actions. Roughly speaking, retrospective moral responsibility is backwards-looking, 
and regards things one has done (or omitted doing). On the other hand, an agent is pros-
pectively morally responsible if and only if she has a certain duty to act with respect to 
a certain situation – e.g., to care for someone, to solve a problem, or to pay certain 
costs. Prospective moral responsibility is thus forward-looking, and means responsi-
bility to do something or, in other words, to see to it that something is the case (Poel, 
Royakkers, & Zwart 2015).  

Any account of responsibility identifies what we may call responsible-making feat-
ures – that is, the (set of) features in virtue of which an agent is responsible. Different 
responsible-making features might be relevant depending on whether we have 
retrospective moral responsibility or prospective moral responsibility in mind. One 
such feature that is relevant to retrospective responsibility concerns foreseeability, in 
the sense that an agent can be worthy of blame or praise for an action or outcome 
only if she understands the situation and can foresee the connection between her 
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action and the outcome. Another such feature concerns voluntariness, implying that 
an agent can be praised or blamed for an action only to the extent it is within her own 
control. A third retrospective responsible-making feature concern avoidability, in the 
sense that an agent can be blamed for a choice of action only if she could have chosen 
otherwise. One of the prospective responsible-making features concerns ability, in the 
sense that an agent can be responsible to do something only if she has the ability to 
do so. I will get back to these differences below.  

While neither causal nor attributive responsibility in themselves implies reasons 
for action, moral responsibility might do. Given the two types of moral responsibility 
clarified above, there are potentially two different types of moral responsibility-based 
reasons: (i) retrospective responsibility-based reasons, and (ii) prospective responsi-
bility-based reasons. Below, I will discuss both types. Given the tight connection 
between prospective responsibility and duties, it is clearer that prospective responsi-
bility might yield reasons for action. Hence, I will start with that.    

However, the connection between prospective responsibility and duties might put 
into question the relevance of the notion of prospective responsibility, and hence the 
relevance of prospective responsibility-based reasons for action. Why not just say that 
I have a duty or obligation to care for my daughter, and a duty or obligation not to 
do harm, etcetera, and skip the talk about prospective responsibility? Saying that an 
agent A has a prospective responsibility to ɸ might thus be a different way of saying 
that A has a duty or obligation to ɸ. If so, talk about prospective responsibility would 
be redundant and uninformative. Hence, it would make no sense either to talk about 
prospective responsibility-based reasons for individuals to act specifically in collective 
impact cases.   

The way to address this worry, I think, is to point out that there is a sense of pro-
spective responsibility that differs from duty and obligation. There are several ways in 
which this can be done. For instance, in the entry “Collective Responsibility” on the 
Stanford Encyclopedia of Philosophy, Marion Smiley says that “[i]n cases where we use 
the language of moral obligation, we signal that the agent has to perform a particular 
act. In cases where we use the language of responsibility, we allow the agent to use its 
own judgment in deciding how to bring about the desired state of affairs” (Smiley 
2023). If this is correct, prospective responsibilities concern generic types of actions, 
whereas duties mainly concern sub-types and particular tokens of actions. This means 
that I might have a responsibility to do something in general, without having a duty 
to do anything in particular.   

A similar view is found in Robert Goodin, who moreover argues that what matters 
to prospective responsibility is that the agent “see[s] to it that X” (see Goodin 1995: 
83). He says that “‘[s]eeing to it that X’ requires, minimally; that [the agent] satisfy 
himself that there is some process (mechanism or activity) at work whereby X will be 
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brought about; that [he] check from time to time to make sure that that process is still 
at work, and is performing as expected...” (ibid.).   

This idea is shared by Ibo van de Poel, Lambèr Royakkers, and Sjoerd D. Zwart, 
who moreover argue that the “...sense in which responsibilities are different from 
duties [...] is that responsibilities do not require the agent to achieve the outcome φ 
by her own actions” (Poel, Royakkers, & Zwart 2015: 28–29). The idea is, in other 
words, that prospective responsibilities can, whereas duties cannot, be fulfilled by 
external factors. They can, for instance, be delegated to other agents or realized by 
natural causes. Again, what matters is that the agent sees to it that φ. This moreover 
implies, they argue, that “[a]lthough this responsibility is aimed at realizing φ, the 
occurrence of φ is not the main criterion whether [an agent] actually fulfilled her for-
ward-looking responsibility” (Poel, Royakkers, & Zwart 2015: 29). Interestingly, this 
moreover means that an agent can fulfil her prospective responsibility to see to it that 
φ even in cases where φ does not occur.    

It is also possible that prospective responsibilities can ground duties, meaning that 
they would be more fundamental than duties. Overall, on the basis of these obser-
vations, I will assume that there is a notion of prospective moral responsibility that is 
not redundant, and, hence, that it makes sense to investigate the possibility of pros-
pectively moral responsibility-based reasons for actions.  

3. Prospective responsibility-based reasons: Do no 
harm  
Prospective moral responsibility connects agents with possible future actions. As men-
tioned above, it provides reasons for seeing to it that a certain state of affairs obtains. 
As I see it, prospective moral responsibility can yield reasons to act in basically two 
ways: (i) to abstain from wrongdoing in the first place (i.e., unconditionally); and (ii) 
to correct for wrongdoings that have already taken place (i.e., conditionally). Since 
most collective impact cases discussed in the literature do not involve prior wrong-
doing, I will here focus on unconditional prospective responsibility. Note that I here 
use ‘wrongdoing’ in a broad sense to be compatible with different moral theories.  

I assume there are two types of unconditional wrongdoings in this regard: to con-
tribute causally to the presence of harms where avoidable, or to contribute causally to 
the absence of benefits where desirable. I here use “harms” and “benefits” also in a 
broad sense to be compatible with different moral theories. A necessary condition for 
wrongdoing is, thus, to contribute causally to harms where avoidable, or to not contri-
bute causally to benefits where desirable. This implies that a sufficient condition for 
abstaining from doing wrong is to contribute causally to neither the presence of 
avoidable harms, nor the absence of desirable benefits. In fact, I can see no other way 
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in which an agent can abstain from wrongdoing. If I am correct about that, then this 
is also necessary for abstaining from wrongdoing.   

Consequently, individuals have prospective moral responsibility-based reasons to 
not contribute causally to harm where avoidable, and to contribute causally to bene-
fits where desirable, in collective impact cases. This means that the relevance of pro-
spective moral responsibility-based reasons for individuals to act specifically in collec-
tive impact cases thus hinges on the meaning of “causal contribution”. There are dif-
ferent ways in which “causal contribution” could be analyzed. For the sake of argu-
ment, I will here assume the so-called NESS (Necessary Element of a Sufficient Set) 
account, which takes a cause to be a necessary element of a set that is sufficient in the 
circumstances for their effects (see, e.g., Beebee & Kaiserman 2020). This view builds 
on the views of J. L. Mackie (1965) and has in different versions been proposed by, 
for instance, Braham and van Hees (2009) and Kaiserman (2016). The definition pro-
vided by the NESS account can be formulated as follows:   

An agent A (in circumstances C) contributes causally to an outcome O if, and 
only if, A performs an action such that (i) the action is a member of a set of 
actions that is sufficient (in C) for O, and (ii) no subset of that set of actions 
is sufficient (in C) for O.   

This merits clarification. First, it implies that the set of actions is minimally sufficient 
for O, meaning that that there is no proper subset relative to the set at issue that would 
also realize O. This does not require that there is no proper subset relative to the full 
set of involved actions. For example, if you and four other agents act in a way that 
leads to O, but only four agents’ actions are necessary for the realization of O, then 
there are several subsets of actions – e.g., the original set of actions minus your action 
– that would also have realized the outcome. This, however, does not mean that your 
action does not contribute causally to the outcome. Given that you actually perform 
your action in this case, your action is itself a member of a set (indeed four sets) which 
is minimally sufficient for the realization of the outcome. This means that you do 
make a causal contribution in this case. This moreover shows that the definition 
applies to cases of overdetermination.  

Second, it is important to note that the occurrence of “performs an action” is a 
simplification. In fact, what is relevant is what the agent chooses to do – whether it is 
to act or to omit. If intentional, an omission could also make a causal contribution, 
since an agent’s choice to omit can constitute a member of a set that is sufficient for 
the realization of an outcome. Suppose that it is enough that three out of four people 
intentionally omit to push a button in order to realize O. If all four intentionally omit 
to push the button, then each of their individual intentional omissions belongs to a 
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set that is minimally sufficient for the realization of O. This moreover implies that the 
only way in which an agent can make sure not to contribute to the outcome in such 
a case is to push the button. When doing so, the agent’s choice no longer belongs to 
any set of actions that is minimally sufficient for that outcome. Still, the definition 
has the welcome implication that it does not count all omissions as causal contribu-
tions to outcomes. Indeed, omissions sometimes do not constitute members of any 
set of actions that are minimally sufficient for realizing the outcome at issue. If you 
choose to omit to take part in a joint activity that saves 10 lives, and if your omission 
has no effects on that activity, then your choice does not belong to any set of acts that 
is minimally sufficient for realizing the outcome. Hence, your omission does not 
count as a causal contribution to saving those lives. 

Equipped with this notion of causal contribution, we can draw some conclusions 
regarding the prospective moral responsibility-based reasons for individuals to act 
specifically in collective impact cases. In general, it gives an individual reasons to (i) 
abstain from taking part in any collective activity that produces harm where avoid-
able, and to (ii) take part in collective activities which produce benefits where desir-
able, since by doing so she sees to it that her action (i) is no member of any set that is 
minimally sufficient for the presence of that harm, and (ii) is a member of a set ot 
actions that produce that benefit. In the case of climate change in particular, the NESS 
account of causal contribution implies that an individual can fulfill her prospective 
unconditional responsibility by not emitting. Only thus can she see to it that her ac-
tion is no member of any set that is minimally sufficient for the production of harmful 
climate change.  

Of course, objections may be raised. But since many objections apply equally well 
to the account of retrospective responsibility-based reasons, I will first have a look at 
that account.   

4. Retrospective responsibility-based reasons: Avoid 
blame  
There is a widespread view in the literature on moral responsibility that an agent can 
be retrospectively morally responsible for an outcome if and only if they voluntarily, 
foreseeably, and avoidably contribute somehow to that outcome (see, e.g., Williams 
2010; Braham & van Hees 2012; Poel, Royakkers, & Zwart 2015; Goodin 2018). This 
means that contribution, voluntariness, foreseeability, and avoidability are conditions 
for retrospective moral responsibility. Consequently, if an agent A fulfills these condi-
tions with respect to a certain outcome O, then A is retrospectively morally respon-
sible for O. In addition, if O is (sufficiently) morally bad or undesirable, then A is  
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blameworthy for O. If O is instead (sufficiently) morally good or desirable, then A is 
praiseworthy for O.   

Under the plausible assumption that agents have reason, other things being equal, 
to avoid blame, we may assume that they have reason, other things being equal, to 
end any relevant responsibility-relation between themselves and the outcomes for 
which they are blameworthy. Given the conditions for retrospective moral responsi-
bility, this means that the agent has a reason to avoid contributing voluntarily and 
knowingly to such outcomes.   

Although it is possible in principle to fulfill this requirement through involuntary 
or ignorant action, it is hard to see how this would be possible in practice. If an agent 
puts himself in a situation where he is forced to do something (in order to fail with 
respect to voluntariness), then he would most certainly be blameworthy for having 
put himself in that situation. Likewise, if an agent puts himself in a state of ignorance 
(in order to fail with respect to foreseeability), then he would most certainly be blame-
worthy for having put himself in that state. This indicates that the only practical way 
of avoiding blame for a certain outcome is to not contribute to that outcome.   

This line of reasoning suggests that there are retrospective moral responsibility-
based reasons – or blame-avoidance reasons – for action. Moreover, it suggests that 
individual agents thus have such reasons not to contribute to morally bad or unde-
sirable outcomes – be them individually or collectively produced.   

Note that I have so far left it open what type of ‘contribution’ is at stake in the case 
of retrospective moral responsibility. The reason is that some have argued that causal 
contribution is not necessary for retrospective responsibility. Braham and van Hees, 
for instance, argue that “...holding a person morally responsible in the sense of blame-
worthiness appears to require something weaker than actual causal contribution to 
some state of affairs. A person may be blameworthy if, inter alia, the action they per-
formed is at least a potential causal factor” (Braham & Hees 2009: 342). If this is 
correct, there is an interesting difference between the conditions for prospective and 
retrospective moral responsibility, respectively.    

Robert Goodin (2018) offers another suggestion along these lines. He says that 
even if you do not causally contribute to a certain outcome stemming from a collec-
tive activity, you could still be constitutively responsible for it in virtue of taking part 
in, and hence being part of, the collective activity as a whole which produces this out-
come. Being constitutively responsible in this respect, he argues, simply means being 
a part of a whole. This means that human beings and their actions can be constitu-
tively responsible for group activities of which they are part.   

Moreover, Goodin argues that “[y]ou bear constitutive responsibility in the sense 
that you are liable to credit or blame for voluntarily and knowingly being a part of 
that whole” (2018: 41). Presumably, if the outcomes of such activities are (sufficiently) 
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bad, and if the agent contributes voluntarily and knowingly, then that agent is blame-
worthy for taking – and hence being – part of that activity. If the outcome is (suf-
ficiently) good, the agent is instead praiseworthy. Given that agents have blame-
avoidance reasons for action, and given that constitutive responsibility in collective 
harm cases implies blameworthiness, an agent has retrospective responsibility-based 
reasons not to take part in such activities. This holds whether or not it could be argued 
that they contribute causally to that outcome.  

Summing up thus far: An individual has prospective responsibility-based reasons 
to act in a specific way in collective impact cases given that she will thereby avoid con-
tributing causally to harms where avoidable, or contribute causally to benefits where 
desirable. Also, an individual has retrospective responsibility-based reason to act speci-
fically in collective impact cases given that she will otherwise be blameworthy for 
making a voluntary, foreseeable and avoidable (causal or constitutive) contribution 
to harmful outcomes in such cases.   

Let us now consider objections.    

5. First objection: The problem of emergent 
properties  
The above proposed account(s) of responsibility-based reasons for individuals to act 
specifically in collective impact cases could be objected to by pointing out a distinc-
tion between aggregative and emergent properties. This argument has been raised by 
Kingston & Sinnot-Armstrong (2018). Although they raise it against what they call 
“the partial causation argument” (i.e., against the applicability of the notion of causal 
contribution) in collective impact cases, it might also apply to the notion of constitu-
tive responsibility, hence making it potentially effective against both types of responsi-
bility-based reasons for action.    

Aggregative properties are properties that belong to both parts and wholes, where 
the property of the whole equals the aggregate sum of that same type of property of 
the parts. Size and weight are examples of such properties. If every single piece of the 
puzzle is 3 cm2, then the thousand-piece puzzle as a whole is 3000 cm2. Or, to use 
Kingston & Sinnot-Armstrongs example: “[C]onsider a quantity of oil that has a mass 
of one kilogram and contains, say, 3 times 1025 molecules of oil. Then we can 
calculate the mass of one molecule of oil simply by dividing one kilogram by 3 times 
1025” (Kingston & Sinnott-Armstrong 2018: 175).   

Emergent properties, on the other hand, belong only to the whole, and are hence 
not properties of its parts. Such properties emerge out of parts that lack that property. 
Kingston & Sinnot-Armstrong exemplify:   
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The quart of oil is very slimy, but an individual molecule of oil by itself is not 
slimy at all. It is not that the molecule has a little sliminess, but much less than the 
whole quart. An individual molecule is not slimy in the least. We cannot feel any 
individual molecule at all, so it cannot feel like slime. The same point applies to 
other properties of the oil, including appearing yellowish and causing moving 
parts to last longer. (2018: 175)  

On their view, climate change is emergent in this way. They say that, “[j]ust as indivi-
dual molecules of oil do not cause parts of sensations of sliminess (or yellowish color), 
so individual molecules of greenhouse gas do not cause parts of dangerous climate 
impacts. Instead, as with the sliminess and color of oil, what increases the dangerous 
impacts of climate change is larger groups of molecules of greenhouse gases” (2018: 
175). What is more important, is that they take the emergent property of climate 
change to imply that individual emitting actions, lacking that property, cannot be 
partial causes of climate change. Against their opponents in the debate about “joy-
guzzling” (joyriding in a gas guzzler) as an example of questionable emitting activity, 
they say that if “...global climate change as well as specific climate events and their 
harms are all emergent phenomena [...] they cannot cite partial causation to justify 
their claim that there is a moral requirement to refrain from joyguzzling” (2018: 176).   

However, the mere distinction between aggregative and emergent properties does 
not rule out that emitting actions can be parts (i.e., members) of wholes (i.e., sets) 
that are themselves minimally sufficient for climate change – yet climate change is an 
emergent property which is lacking in individual emitting actions. If an individual 
emitting act is such a member, then it is a causal contributor, whether or not climate 
change is an emergent property. Consider voting for example. No single vote for can-
didate A possesses a ‘winner-making’ feature. But if more than 50% of the electorate 
vote for A, then these votes will together possess that feature. This means that ‘winner-
making’ is an emergent property. Nevertheless, individual votes may contribute cau-
sally to A’s election win. Consequently, just because climate change would be emer-
gent rather than aggregative, this does not imply that emitting activities could not 
contribute causally to climate change. Kingston & Sinnot-Armstrong are therefore 
wrong when they say that “the partial causation argument […] assumes that climate 
change is aggregative, not emergent” (2018: 178).   

Still, their objection might have force against the applicability of the notion of 
constitutive contribution in the context of retrospective responsibility-based reasons. 
It seems plausible, for instance, to say that one molecule of oil is not a constitutive 
part of the sliminess of a gallon of oil. Likewise, it seems plausible to say that a single 
act of emissions is not a constitutive part of the climate change harm. The underlying 
explanation would be that no individual act (such as an emitting action) which lack 
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an emergent property (such as climate change harm) can constitute a part of an emer-
gent property (such as climate change harm).   

At a closer look, however, this seems to be false. Suppose that I knowingly and 
voluntarily add a certain chemical, C1, into a bowl, another person knowingly and 
voluntarily adds another chemical, C2, into that same bowl, a third person knowingly 
and voluntarily adds yet another chemical, C3, into that bowl, and these three chemi-
cals together give rise to a chemical composition with a corrosive emergent property 
that is lacking in each of the single chemicals, C1-C3, and in each of the three pairs 
of them. Even if it cannot be said that our individual actions (of adding a single chemi-
cal into a bowl) are constitutive parts of the corrosiveness as an emergent property of 
that chemical composition, we might say that our individual actions are constitutive 
of the chemical composition as such. This shows that a non-emergent action could be 
a constitutive part of a whole that gives rise to an emergent property. I might thus be 
constitutively responsible for that. If someone is harmed by the corrosive chemical 
composition, for example, I would be blameworthy for contributing constitutively to 
its cause. The same seems to hold in the climate case: Even if my individual emissions 
would not be constitutive of any climate change harm as such, I may be blameworthy 
for acting in a way that is constitutive of the ‘cloud’ of emissions, as it were, that causes 
climate change harm. 

6. Second objection: Non-threshold cases  
There is a certain type of collective impact cases that appears to pose a problem for a 
responsibility-based account of reasons for action. These are called “non-threshold 
cases” (Nefsky 2017) or “non-triggering cases” (Tiefensee 2022), which are distinguish-
ed from so-called “threshold cases” or “triggering cases”. Nefsky explains the differen-
ce as follows:   

In threshold cases, for each outcome of the morally significant sort in question, 
there is some precise number of acts of the relevant type needed to bring it about: 
any less will not be enough to bring it about, and any more will not change things 
with respect to that outcome. If a threshold is hit exactly, though—as in the case 
of a tie or a one-vote-win—then each act can make a difference. In non-threshold 
cases, on the other hand, there is no precise number of acts of the relevant kind 
needed for a given outcome. While acts of a certain type together cause (or are part 
of what cause) the outcome in question, there is no sharp boundary between 
enough such acts and not enough. So, in non-threshold cases you cannot have 
enough acts for a particular outcome without having more than enough such acts, 
and thus taking one away will never itself make a difference. (2017: 2746)  
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Tiefensee exemplifies this difference by saying that “whereas election wins are clear 
examples of triggering phenomena, in that victory is generally secured upon reaching 
the precise threshold of 50% of the votes plus one, no such precise threshold appears 
to exist in relation to air pollution [or] water contamination...” (2022: 3308).   

The possibility of non-triggering cases assumes vagueness in the form of semantic 
or metaphysical indeterminacy. In the case of climate change this means, Tiefensee 
points out, that “while some amount of greenhouse gases is sufficient for global 
warming to be harmful, which exact amount this is remains vague” (2022: 3311). 
More precisely, she thinks that non-triggering cases requires metaphysical indeter-
minacy. In the climate case, this means that there is no fact of the matter as to which 
precise amount of greenhouse gases would be minimally sufficient to bring the collec-
tive harm of global warming about (see also Kingston & Sinnot-Armstrong 2018).   

As Tiefensee mentions, however, this possibility hinges on a number of controver-
sial assumptions. First, it assumes that there is in fact metaphysical indeterminacy. 
Second, it assumes that climate change is of such kind. Being aware of these contro-
versies, she emphasizes that she will not commit herself to these assumptions, but 
rather investigate what would follow if they were true (2022: 3309).   

She discusses two different interpretations of metaphysical indeterminacy in this 
respect. On the first, “what is metaphysically indeterminate is when the increasing 
amounts of CO2 molecules become sufficient to cause harmful global warming” 
(2022: 3311-2, my emphasis). There is thus no precise threshold after which, but rather 
a range or interval within which, the relevant climatic effect may be caused. On the 
second interpretation, "metaphysical indeterminacy could be understood along the 
lines of ontic indeterminacy. More precisely, we could argue that the cloud itself is an 
ontically indeterminate object, such that there is simply no fact of the matter as to 
which molecules are part of it” (2022: 3321, my emphasis).  

The problem with non-triggering cases, involving metaphysical indeterminacy of 
either of these types, is that the standard notions of causal and constitutive contribu-
tion, respectively, appear inapplicable. In such cases, an individual agent’s choice of 
action seems not to constitute any member of any set of actions that is minimally 
sufficient for the realization of the collective impact, and might not even be a consti-
tutive part of the whole that causes it. If climate change harm is non-triggering, it 
would be hard to explain how individuals are contributing (causally or constitutively) 
to it (see, e.g., Wieland & van Oeveren 2020: 175-6). Since causal and constitutive 
contribution is a condition for prospective and retrospective moral responsibility, 
respectively, it seems that we thus have to accept that individuals lack any responsibi-
lity-based reasons to act in a specific way in non-triggering collective impact cases.  

I think this conclusion is too hasty, however. If metaphysical indeterminacy is real 
in the sense that there is no fact of the matter as to which precise amount of emissions 
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is minimally sufficient to bring about the collective harm of global warming, or 
which emissions end up as constitutive parts of the ‘cloud’ as a whole which causes 
this warming, then this plausibly means that it is indeterminate as well whether or 
not a specific agent’s action will be a member of any such set, or a constitutive part of 
such a whole. However, this does not imply that our emitting actions are never mem-
bers of sets of actions that are minimally sufficient for the realization of harmful 
climate change. Nor does it imply that our individual emitting actions never end up 
as constitutive parts of the ‘cloud’ that in effect causes such harm. Rather, it implies 
that our emitting actions sometimes are members of such sets, as well as constitutive 
parts of such wholes. As Tiefensee puts it:   

[A]t the moment of releasing CO2 molecules, we do not know where these mole-
cules will end up: Will they remain totally detached from the cloud, such that they 
have nothing to do with the cause of harmful global warming? Will they find 
themselves in the cloud’s centre, such that they determinately belong to the cause 
of this collective harm? Or will they end up in the shaded areas, such that there is 
no fact of the matter as to whether or not the molecules we release are part of the 
harmful cloud, and thus part of the cause of the collective harm? (2022: 3322)  

This suggests that metaphysical indeterminacy – if real – implies epistemic uncertain-
ty: If there is indeterminacy in the world, then we cannot know if or when (or which 
of) our actions belong to which of these categories. Even if climate change (or any 
other collective impact case) is non-triggering, an individual’s action might end up in 
a set of actions that is minimally sufficient for the realization of the undesired out-
come, or become a constitutive part of the whole which causes this outcome. Al-
though we will not be able to determine exactly which emitters make such contribu-
tions, we are able to establish that non-emitters certainly do not make such contribu-
tions.   

Other things being equal, it is plausible to assume that an individual is prospec-
tively responsible to not risk making contributions to harm. And this gives her rea-
sons not to take such a risk. Since it can moreover be argued that taking such risks is 
blameworthy, she would in addition have retrospective responsibility-based reasons 
pointing in the same direction. Hence, individuals would have both prospective and 
retrospective moral responsibility-based reasons to not take part in collective harm 
cases – whether or not they involve thresholds or metaphysical indeterminacy. In the 
climate case, the only way in which the agent can make sure her emissions do not end 
up in the ‘cloud’ of emissions that causes harmful climate change, is to not emit.    
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7. Third objection: The problem of overriding 
reasons  
The account of responsibility-based reasons might appear to yield too strong reasons 
for individuals to act specifically in collective impact cases. To see this, suppose that a 
construction worker is about to fall down from the top of a wobbly scaffolding, unless 
all of the five and only bystanders step in to stabilize it. You are one of these five by-
standers. As you happen to know, however, none of the other bystanders will step in. 
Hence, you know that your decision to step in can make no difference with respect 
to the construction worker eventually falling. In this case, it might seem implausible 
to say that you should step in.   

Nevertheless, since the only way in which you can abstain from contributing cau-
sally (or constitutively to the cause of) the fall of the construction worker is to step in, 
the account I have proposed implies that you do have a responsibility-based reason to 
step in. Indeed, that is the only way in which you can see to it that your action will 
not constitute a member of a set of actions that is minimally sufficient for the con-
struction worker’s falling, or not become a constitutive part of the cause of that fall. 
Do we hence have a reductio argument against the account of responsibility-based 
reasons?  

No. What explains the intuition that you should not to step in in the wobbly 
scaffolding case, is not that you cannot make any difference by stepping in, but rather 
that it makes a difference in some other respect not to step in. In most real-world cases 
like this, stepping in would cost time and involve risks to oneself – which could be 
avoided by choosing not to step in. The mere fact that an action cannot make a differ-
ence in some respect can never in itself be a reason not to perform it unless there is 
some alternative action the performance of which can make a difference in some 
(perhaps other) respect.  

We hence need to distinguish between pro tanto reasons and all-things-considered 
reasons, of which only the former may be overridden by other more weighty reasons 
(see, e.g., Wieland & van Oeveren 2020). In the wobbly scaffolding case, the responsi-
bility-based reason you have to step in is a pro tanto reason that is overridden by the 
reasons you have to not step in. In a situation where the other four bystanders would 
have stepped in, however, the high moral value of saving the construction worker 
from falling would imply that the reason for you to step in overrides the pro tanto 
reason (regarding costs of time and risks to yourself) to not step in. The lesson to learn 
from this is that just because one should not do X does not mean that one has no 
reason to do X.  

But what if your only reasons to step in are responsibility-based reasons, and where 
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all other reasons – e.g., difference-based, and self-interested, etc. – point against step-
ping in? If they are weighty enough, I think we should just bite the bullet and accept 
that you have all-things-considered reasons not to step in. But what if it holds for all 
collective impact cases – say, that all other reasons together carry heavier weight and 
jointly recommend something different than the responsibility-based reasons? Then, 
of course, we would have to accept that our responsibility-based reasons for action 
would yield no concrete normative implications in such cases.  

However, I do not think that is the case. First of all, the main reasons against step-
ping in (or in other ways acting in a specific way) in collective impact cases seem to 
be self-interested reasons, since doing so often requires a personal sacrifice. But it is 
not set in stone that such reasons always carry heavier weight than responsibility-
based reasons in such cases. Moreover, it is not clear that an agent will always have 
self-interested reasons not to step in in collective impact cases. Sometimes she will 
benefit more from stepping in than from not. For instance, there are well known co-
benefits from eating vegetarian instead of meat, as well as from taking the bike instead 
of the car to work, and so on.   

Second, what an agent is morally required to do in cases of collective impact (as 
in any other type of case) is what she has all-things-considered reasons to do. And 
what she has all-things-considered reasons to do is determined by the weighing to-
gether of all pro tanto reasons she has in that situation. In the introduction, I briefly 
mentioned some such reasons for participating in collective impact cases – such as 
expected utility-based reasons, fairness-based reasons, virtue-based reasons, and help-
ing-based reasons. Even if none of these pro tanto reasons would in isolation be 
capable of yielding any moral requirement of individuals to act specifically in collec-
tive impact cases, they might together be able to yield such a requirement.      
8. Fourth objection: The problem of non-
generalizability  
In her criticism of other accounts of reasons for individuals to act in collective impact 
cases, Nefsky appears to implicitly assume what Andrea Asker (2023: 2384) explicates 
in a number of “success conditions” for such accounts. First and foremost, Asker 
explicates a “Generalizability condition”, according to which “[t]he successful ac-
count should identify a weighty enough moral reason in all the collective impact cases 
of concern”. As this means, an account of an individual’s reasons to act specifically in 
collective harm cases should have something interesting to say in such cases. This 
condition seems to be implicitly assumed also by others in the debate (see, e.g., King-
ston & Sinnot-Armstrong 2018).   
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The discussion in the previous section suggests that the account of responsibility-
based reasons fails to meet the generalizability condition. For instance, if responsi-
bility-based reasons are in some cases insufficient to generate moral requirements, 
perhaps due to the existence of overriding reasons, then it will not be able to “identify 
a weighty enough moral reason” in such cases. And if some collective impact cases in-
volve metaphysical indeterminacy, and if the notions of causal or contributive respon-
sibility does not apply in all of these cases, it means that the account of responsibility-
based reasons might not apply to those cases either.     

As Asker points out, however, it is not obvious that generalizability should be 
accepted as a condition for accounts of individuals’ reasons to act specifically in collec-
tive impact cases. As she says, the best approach might well be “...a pluralistic ap-
proach, one that employs different accounts to identify moral reasons for individual 
action in different types of collective impact cases...” (Asker 2023: 2395). My previous 
arguments point in the same direction. If what an individual should do in a certain 
situation is a matter of what all-things-considered reasons for action she has in that 
situation, and that responsibility-based reasons constitute one type of pro tanto 
reasons that together with other pro tanto reasons determine her all-things-considered 
reasons, then it is simply implausible to assume that only one type of reason should 
identify a weighty enough moral reason in all the collective impact cases of concern. 
While responsibility-based reasons might be most salient in some collective harm 
cases, virtue-based, fairness-based, expected utility-based, helping-based – or any other 
relevant – reasons might be more salient in other such cases.   

We should therefore accept that there might be cases – e.g., some non-threshold 
cases where an individual actually does not contribute (neither causally, nor consti-
tutively) – where there are no responsibility-based reasons to step in. We should also 
accept that, if the individual also lacks any other-based reasons to step in or if she has 
stronger reasons not to step in – then she actually should not do so. This also suggests 
that it would be a mistake to assume from the start that all collective impact cases are 
such that they involve weighty enough reasons for individuals to step in. 

8. Conclusion 
In this paper, I have argued that an individual has two types of responsibility-based 
reasons to act in a specific way in collective impact cases: (i) she has prospective res-
ponsibility-based reasons to act, if she will thereby not contribute causally to the 
presence of harm where avoidable or to the absence of good where desirable; and (ii) 
she has retrospective responsibility-based reason to act, if she will otherwise be blame-
worthy for making a (causal or constitutive) contribution to harmful outcomes in 
such cases.   
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The responsibility-based account has the advantage not only of avoiding some of 
the problems to which other accounts are vulnerable, but also to answer some of the 
remaining issues observed by others in the debate. For instance, Tiefensee argues that, 
due to the possibility of non-triggering cases and metaphysical indeterminacy,  

[w]e must be able to show that individual agents have a reason to act in a specific 
way in view of a morally relevant aggregate effect E, even though their actions 
make no difference to E and they are uncertain whether or not there is a fact of the 
matter as to whether or not their actions are partial causes of E. (2022: 3322) 

The account of responsibility-based reasons does just that. Moreover, Wieland and 
van Oeveren (2020: 185), defending the account of participation-based reasons, say 
that one remaining question related to their account is this: “why is participation 
morally significant [...]?” The account of responsibility-based reasons answers this 
question as follows: Participation is morally significant because it lets the agent fulfill 
prospective and/or retrospective responsibilities.3    
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